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Transport Metropolitan Optical Networking:
Evolving Trends in the Architecture
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Abstract—This paper presents our work on the design, en-
gineering, and evaluation of end-to-end performance of cir-
cuit-switched, wavelength-division multiplexed, optical regional
metropolitan area networks. From our initial research efforts on
studying and quantifying the benefits of optical transparency in
metropolitan area networks, to identifying the key transport-layer
transmission impairments which affect the performance of these
networks, to a semianalytic technique used for engineering their
performance, this paper reviews our work on the subject through
several network case studies and clearly demonstrates the archi-
tecture evolution trends during the last few years. The second
part of the paper presents our current work on the impacts of the
network deployment slowdown on the advancement of WDM in
metro and in particular the important tradeoffs of performance
and cost. A case study of a current metropolitan network imple-
mentation is analyzed and the performance of new technologies
presented.

Index Terms—Architecture design, engineering, metro WDM
networks, simulation.

1. INTRODUCTION

INCE the adoption of the SONET/SDH standard, the ar-
S chitectures of optical metropolitan area networks (MANs)
have constantly evolved. The predicted exponential increase in
data traffic led to the introduction of wavelength division multi-
plexing (WDM) in optical MANSs, as a means for cost-effec-
tive capacity upgrade. Early research efforts in this direction
(e.g., RACE/ACTS [1] and DARPA-funded [2]-[4] consortia
projects) proposed a number of optical multiwavelength net-
work elements (e.g., optical add/drop multiplexers (OADMs),
optical cross connects (OXCs)], which were designed to account
for the technological constraints of that time period [e.g., small
number of wavelengths, large channel spacing, limited selec-
tion of WDM components, etc.) and that promoted the concept
of network transparency [5]. Over the past few years, these con-
straints were partially alleviated due to the dramatic improve-
ments in WDM component technology, and the original network
element designs went through a succession of transformations
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[6], [7]. The commercial sector’s interest in the subject grew and
anumber of studies were performed to investigate the feasibility
of transparency on the optical layer [8]-[20]. These theoretical
studies served as the springboard for the first metro network el-
ement prototypes that started being developed in the commer-
cial sector’s optical networking laboratories and deployed in
field-trial implementations [21]-[30].

In parallel, the first commercial WDM metro network ele-
ments entered the regional metropolitan area network space
[31], [32], [46]. At the same time architectures started moving
forward with new concepts like Broadcast & Select (B&S),
which at their introductory phase seemed to apply only for
the long-haul part of the network [33], but eventually started
seeing implementations (or rather suggested applications) in
the metropolitan area as well [34]. The development of analyt-
ical/numerical models and commercial software products for
computer-aided design of optical MANs followed a parallel
evolution. A number of commercial software packages have
been developed that deal with the multiple-layer simulation
of optical communication networks [35]-[37]. All of them
have detail simulation models that can be used to engineer and
design MANSs. They have the capability to model the more
important performance impairments of the optical transport
layer that transparency imposes on such systems and networks.

Recent theoretical [9] and experimental [38] results indicate
that, in the envisioned all-optical MAN architectures, the most
significant transmission impairments are, in order of decreasing
importance, the optical amplifier related effects (i.e., optical
power ripple, optical signal-to-noise ratio (SNR) divergence,
amplified spontaneous emission (ASE) noise accumulation,
and optical power transients), the signal distortion due to chro-
matic dispersion and its interplay with the transmitter chirp,
the signal distortion due to optical multiplexer/demultiplexer
(MUX/DMUX) concatenation, mainly in parallel architectures,
the linear optical crosstalk, if transparent OXCs are used,
the polarization-dependent loss (PDL), the polarization-mode
dispersion (PMD), in the case of long links of old legacy fibers,
and the fiber nonlinearities, in the case of high bit rates and
long distances.

Unfortunately, the introduction of all-optical dense wave-
length-division multiplexing (DWDM) equipment and architec-
tures in the metro environment for replacement of the traditional
architectures or for any green-field scenarios as initially en-
visioned has been slowed down significantly by the current
economic downturn. As a result, the network architectures that
are actually being deployed today require a focus on only a
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small number of transport layer impairments rather than the full
set that was initially studied since the range of transparency in
such designs is still limited. This in a sense has simplified the
engineering of such designs. The cost of the components and
the design as a whole on the other hand has become extremely
important and cost versus performance tradeoffs now play the
central role in the design and engineering of metro networks.

This paper starts with a comprehensive review of our work on
the design and engineering of regional WDM metropolitan area
networks. This sets the stage for our most recent research work
on how these networks are designed and engineered today given
the very important tradeoff between cost and performance im-
posed by the current industry conditions. The article starts from
our initial efforts on studying and quantifying the benefits of op-
tical transparency in metro (Sections II and III), to identifying
the key transport-layer transmission impairments which affect
the performance of these networks (Section 1V), to a semian-
alytic technique used for engineering their performance (Sec-
tion V). In Section VI, several network case studies are pre-
sented that clearly present how architectures evolved during the
last few years. In Section VII, which presents our latest work,
we show that the current telecommunications slowdown had a
significant impact on how metro networks are designed and en-
gineered today. It is clear that some major performance impair-
ments which we were concerned with in the past have no signif-
icant impact in today’s deployed scenarios mainly because the
truly transparent paths are much shorter and traverse less com-
ponents than originally studied. On the center-stage now are the
performance versus cost tradeoffs which lead to the use of new
and cheap technologies. The current drive is not how far to ex-
tend transparent paths but how to make the existing ones work
using the simplest and less costly components. A case study of
a current metropolitan network implementation is analyzed and
the performance of new technologies presented.

II. NETWORK EVOLUTION—THE INITIAL VISION

The infancy of WDM metropolitan area optical networking in
the U.S. can be traced back to the early-to-mid-1990s when the
various DARPA-funded [2]-[4] consortia were well underway
with the first of its kind research studies. Their purpose was
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Metro WDM interconnected-ring simulation case study with examined worst-case path [9].

to integrate next-generation network architectures, advanced
technology, and business drivers to achieve high capacity, high
performance, cost effective, reliable, transparent multiwave-
length optical networks that met the government demands at the
time. The technology applications were intended initially for
networks of national scale [4] but eventually were scaled back
to metropolitan area-type of designs when certain transparency
restrictions became obvious [39]. Clearly, the metropolitan
networking environment with its constant and rapidly changing
bandwidth requirements, cost sensitivities and nonhomogenous
customer traffic needs presented a very unique and difficult
application for the deployment of the latest at the time optical
technologies. These consortium efforts clearly helped shape and
influence the initial industry attempts to understand the limits
of transparency, determine its feasibility in the metropolitan
environment, quantify its benefits and finally attempt to design
and engineer networks in its framework. Fig. 1 presents one
of our early attempts to theoretically study transparency in
networks of the metropolitan regional size [9]. The architec-
ture was in line with the theoretical research at the time and
prototypes such as the Multi-wavelength Optical NETwork
(MONET) testbed that was being constructed in Washington,
DC [40]. The idea was to investigate transparency employing
two interconnected WDM rings with dedicated (1 + 1) protec-
tion, using 32 channels in the range of 1536.609-1561.419 nm
with a channel spacing of 100 GHz. The network of Fig. 1 was
not based on any realistic network traffic scenario but rather on
the initial thoughts that optical nodes need to be connected in
rings (following the traditional SONET paradigm) [41] and that
possibly different rings could be designed by different vendors
and for different application domains but be interconnected in
a transparent way [5]. Network nodes of Fig. 1 could be op-
tical add/drop multplexers (OADMs) or the more complicated
wavelength selective cross connects (WSXCs). In both cases
these network elements were suggested at the time using the
traditional parallel architectures (see [9, Figs. 2 and 3 ]) where
all 32 channels were optically demultiplexed switched and
then optically multiplexed before they were transmitted on the
outgoing fibers. In trying to transparently engineer the network
of Fig. 1 for the worst-case path (solid line) it was shown that
effects like nonlinearities, power divergence limitations because
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of component imperfections (i.e., ripple) and optical crosstalk
were among the most critical. Engineering the network at an
exact operating point where all wavelengths would provide
sufficient performance [i.e., bit error rate (BER) equal or better
than 10~12] proved to be a rather challenging proposition. The
tradeoffs between high launched channel power, fiber nonlin-
earities, and receiver electrical noise were clearly investigated
and the boundaries where fiber nonlinearities in metro start
becoming important started being drawn. It was also shown
that computer modeling and network simulation could be a
vital tool for the “virtual engineering” of these network before
they are actually deployed. The complexity of doing “com-
plete” (time-domain) network simulations was evident and,
although not discussed in detail, the quest for a more efficient
semianalytic technique for calculating the performance of such
networks was just beginning.

The architecture of Fig. 1 was intended for a green-field metro
network case study and naturally the next step was to actually
modify it to a more realistic scenario where the new WDM
technology would be used to upgrade existing network designs
and subsequently investigate transparency-related tradeoffs that
were initially touched upon in [9]. The traditional architectures
in metro consisted of interconnected fiber SONET/SDH rings
as shown in Fig. 2, [7]. In fact, Fig. 2 demonstrates what is still
currently the majority of optical networks in North America. On
a physical level SONET/SDH is a time-division multiplexing
(TDM) frame format which offers bit rate multiplexing capa-
bilities in DS-n or OC-n hierarchical fashion [42]. In Fig. 2
three levels of SONET/SDH ring hierarchy are presented. Level
1: The edge rings span distances of a few kilometers to a few
tens of kilometers and are composed of add/drop multiplexers
(ADMs) that electronically aggregate traffic onto the fiber. Con-
nectivity on these rings is mostly hubbed to a central office

Backbone interconnection
(long-haul, regional etc.)

SONET/SDH protected Edge ring
(example 10-50km, OC-12/4§

Current legacy SONET/SDH design in U.S. metropolitan regions [7].
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SONET/SDH protected IOF ring
(example 120-400km, OC-48/192)

location (CO) denoted by a combination of ADMs and dig-
ital cross-connect switches (DCSs) on Fig. 2. Level 2: DCSs
are equipment that interconnect SONET/SDH edge rings to the
larger Inter-OFfice (I0F) rings that span possibly tens to hun-
dreds kilometers. Level 3: IOF rings can also be interconnected
using DCSs and can form mesh-connectivity optical networks
or larger SONET/SDH rings as shown in Fig. 2.

Clearly, there are three potential routes that can be followed
for the expansion of the networks of Fig. 2, namely introducing
fiber overlays to deal with any added capacity, the introduc-
tion of DWDM that will offer the desired capacity without the
need for more fiber (creating new fiber ducts in a metropolitan
environment can be a very costly proposition) or a combina-
tion of fiber overlays and DWDM. Initial efforts on investi-
gating the feasibility of transparency in metropolitan optical
networks focused on transformation of the networks of Fig. 2
into a form of interconnected optical rings as shown in Fig. 3.
This type of metro network is comprised of feeder (referred
to also as IOF or core) and distribution (referred to also as
collector or edge) sections [6]. The feeder sections aggregate
traffic from distribution sections and deliver them to the back-
bone long-haul network. Edge rings can provide connectivity to
individual business or campus-wide networks (shown as build-
ings in Fig. 3) whereas the feeder section provides the ring-inter-
connect capability and possible transfer to long-haul backbones
without precluding direct customer connections. Typically the
feeder sections were envisioned to be based on multiwavelength
self-healing rings composed of reconfigurable optical add/drop
multiplexers. Ring topologies are preferred due to their efficient
fiber sharing and resiliency capabilities [41], [43]. The feeder
sections can vary in size, of which the larger ones are referred
to as metro regional. The distribution sections interface with
customer premises, deliver and collect traffic. They can have a
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Fig. 3. Typical ring interconnect network architecture used in initial
theoretical studies on feasibility of transparency in metro [8]. Add/drop and
ring interconnect nodes were envisioned all-optical.

variety of topologies, e.g., tree, bus, single- and double-homed
rings, can employ coarse WDM or no WDM and can be to-
tally passive, comprised of low-cost, low-maintenance compo-
nents. A likely deployment scenario was anticipated to be the
introduction of WDM initially into the feeder sections, followed
by further penetration into the distribution sections contingent
upon the price decrease of WDM components. In addition, it
was thought that static OADMSs would be deployed in the begin-
ning, with the option for automated (reconfigurable) operation
in the future. It must be noted here that Fig. 3 presents the full
topology of the WDM network architecture derived as a devel-
opment of the architecture of Fig. 2 where a hierarchical view of
the SONET/SDH architecture is presented. The number of col-
lector rings used in the theoretical studies involving the network
of Fig. 3 was chosen at six after typical distances among hubs
(ring interconnecting nodes) were defined based on topological
design tradeoffs (Section VI). Initial studies focused on the issue
of whether the interconnections of the feeder and the distribution
rings of Fig. 3 should be done in a transparent or an opaque way.
Clearly, the transponders (opaque approach) used at the ring in-
terconnecting nodes of Fig. 3 facilitated network connectivity
by providing the benefit of wavelength conversion in addition to
the signal conditioning (amplification, power equalization, dis-
persion compensation) that prevented the accumulation of trans-
port layer performance impairments. However, these transpon-
ders were costly and prevented easy network upgrade (i.e., net-
work expansion to accommodate higher bit rates, more cus-
tomers, etc). Our first theoretical traffic modeling studies on the
network of Fig. 3 showed that if transparent ring interconnec-
tions were used instead they could provide the same connec-
tivity as the case of opaque ring interconnections; in addition,
they could provide the edge over any opaque designs when the
cost factor of components and added flexibility in the network
(e.g., reconfigurability) are factored in. The above as well as the
effects of fiber overlays on the network performance were pre-
sented in [8] where extensive traffic modeling was performed
using a realistic number of available wavelengths (32) and traffic
patterns that included connection deallocation (churn). It was
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shown that when fiber overlays on the IOF ring are introduced in
addition to 32-channel WDM for dealing with increased traffic
patterns, provisioning of only one additional fiber overlay sig-
nificantly reduces blocking (more than 95% call blocking reduc-
tion). Two fiber overlays are sufficient to provide the majority
of blocking relief. Finally, it was shown in [8] that moderate
amounts of churn do not have significant effects on the blocking
performance of the metro network of Fig. 3. Clearly, the infor-
mation derived from the above theoretical studies is very im-
portant since it helps network designers avoid costly network
overbuilds.

III. BUILDING ON THE CONCEPTS OF
TRANSPARENCY—NETWORK ELEMENT
DESIGN EVOLUTION

The previous studies confirmed our beliefs that DWDM and
all-optical network designs were becoming front-runners for re-
gional metropolitan optical networks. These regional transport
rings were thought of as extended versions of the IOF rings of
Fig. 3 that could reach circumferences of 400-600 km as sug-
gested in [17] although more typical sizes of about 100200 km
in circumference were considered in most studies. The collector
rings are much smaller typically less than 100 km in circumfer-
ence. An important characteristic of these rings is that they are
passive, meaning that in most cases they have no amplifiers or
optical switches, so that the design is kept simple, low in main-
tenance and thus cost effective.

Collector rings are interconnected with the IOF (such as that
of Fig. 3) using what are called hub nodes which provide the
cross-connect capabilities. However, it is also quite possible that
individual customers directly connect to the network through the
hubs. Traffic aggregation occurs at either the collector ring or the
hub node sites and can involve a wide range of service types such
as Internet Protocol (IP), Asynchronous Transfer Mode (ATM),
or Frame Relay (FR) over SONET/SDH and Ethernet. Studies
like the one in [44] showed that much of the existing traffic de-
mands at the time formed a hubbed connectivity on the collector
rings of Fig. 3 meaning that traffic was electronically aggregated
at the collector ring nodes and transferred to the hub nodes on
individual optical channels from each add/drop site (i.e., edge
node-to-hub connectivity). Hub nodes were then used as the ag-
gregation and in some cases the transfer points to the long-haul
backbone networks. However, the projections at the time (late
1990s) were that demand for entire wavelength services span-
ning the collector and IOF rings of the typical metro networks
of Fig. 3 was on the rise and in a few years that would be the
de facto situation in metro [45]. As a result, given the benefits
of transparency derived from studies as outlined in Section II
above, our research case studies focused on actual design and
engineering of network architectures similar to that of Fig. 3,
i.e., transparent interconnections of rings at OC-48 and OC-192
bit rates. Some studies and laboratory demonstrations, which
will be discussed below, were also performed on single regional
metro ring designs (similar to the IOF ring of Fig. 3 but without
the feeder ring portions) at both OC-48 (state of the art at the
time) and OC-192 and cost-performance tradeoffs were investi-
gated [12], [21].
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Fig. 4. Typical high-level model implementation diagram of each hub node of Fig. 3 used in some of our modeling case studies.

Initially, the idea of banding and network element designs
based on wavelength bands in metro appeared in [6] and was
a deviation to the traditional serial or parallel designs used in
the earlier projects [4]. As a concept, banding proved to be
very important in all our studies (theoretical as well as exper-
imental prototyping) since it allowed for the hierarchical multi-
plexing/demultiplexing at each collector- or IOF-ring node. The
motivation behind banding is that in many cases it is not neces-
sary for every wavelength to be demultiplexed/multiplexed at
every node if it carries no traffic for that specific node. As a
result, optical node bypassing is a very cost effective solution
since: (1) it avoids the use of more expensive demultiplexing
equipment and (2) saves on amplification costs since it results
in reduced insertion losses on the signal as it passes through
all the nodes in its optically transparent path to the destination
compared to the case where it had to be demultiplexed and mul-
tiplexed several times along the way. In addition, signal distor-
tion due to optical filter concatenation is significantly less due
to reduced signal filtering on the worst-case paths. Moreover,
allowing for the band-level demultiplexing provides each node
with a range of wavelengths over which it can transmit/receive
and thus ensures high connectivity within the network design.
Our studies, influenced by commercial system realizations at
the time such as [46], focused on implementations using 32
channels partitioned into two major bands (C- and L-bands).
Each band was then further partitioned into two-to-six other
subbands with individual wavelengths spaced 200-GHz apart
and a guard spacing between bands. These guard spacings were
imposed by limitations of the optical band filtering technolo-
gies. The high-level model implementation diagram of each hub
node of Fig. 3 used in a subsequent modeling case study anal-
ysis is plotted in Fig. 4. It consists of two input and two output
fibers corresponding to the collector and IOF ring inputs/out-
puts. From this figure it is clear that no fiber overlays are as-
sumed; a deviation from the case study of Fig. 3. Studies showed
that fiber overlays are very much independent replicas of the
basic fiber network design and cases where traffic needs to be
interconnected across fiber overlays are rare. The same hub node
design of Fig. 4 is repeated for the protection path (14 1 protec-
tion) and is physically distinct from the working path to avoid
single-point of failure scenarios. Our modeling and analytical
work on designing and engineering transparent regional metro

networks as outlined above was the basis for an experimental
effort that actually created a metro network testbed [21]. The
actual hub node implementation based on that activity is shown
in Fig. 5. The node is essentially a WSXC that first separates
the two major bands (C- and L-bands) after having extracted
the optical supervisory channel (OSC) which can potentially be
used for carrying network management information. For sim-
plicity, only the C-band is drawn in Fig. 5 where Band Pass Fil-
ters (BPF1, 2, and 3) drop the desired band in each case and
pass through the rest of the bands in a serial fashion. Individual
channel MUX/DMUXs are then implemented using multilayer
interference filters in a parallel configuration as suggested in
[47].

The switching part of the WSXC was assumed as either
a simple manual implementation (patch panel) or made of a
typical nonblocking switch fabric (for example spanke de-
sign) [21]. The signal conditioning functionality of Fig. 4 was
achieved with the presence of optical amplifiers, dispersion
compensation units and power variable optical attenuators
(VOAs). Narrow-band amplifiers specifically designed for
the metro space as described in [21] provide individual band
amplification while preventing any disruptive spikes in power,
resulting from sudden traffic changes, using transient gain
control. A dispersion compensation unit can be used on the
input side of the IOF ring to deal with any uncompensated
dispersion in the IOF ring which represents the longest part of
the fiber design. Finally, VOAs on an individual channel basis
provide for dynamic power equalization that corrects for any
wavelength-dependent loss imperfections in the components.
Simplified versions of the WSXC node of Fig. 5 can be used as
optical add/drop multiplexers (OADMs) either within the IOF
ring or the collector rings of the network topology of Fig. 3.
These are simple one-input, one-output network elements
which typically employ only one band filter. As a result, if
they are used on a typical collector ring each customer (i.e.,
optical node) gets assigned a waveband for its traffic needs;
something advocated in sample commercial product settings
[48]. A typical waveband is composed of four channels in our
case study of Fig. 3.

As transparency gained significant ground and studies on
traffic predictions indicated that from 2000 to 2005 average con-
nection distances in North America would more that quadruple
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Fig. 5. The full WDM hub node design of the case study of Fig. 3 built for a testbed prototype [21]. The L-band implementation is omitted for simplicity.

[49], it created a new shift in the way network elements were
thought and designed. A new OADM architecture called Broad-
cast and Select (B&S) was proposed in [33] that was designed
to tailor to the particular growing needs of data and Internet
traffic. At the heart of this new network element architecture
shown in Fig. 6 is a wavelength selective device called dynamic
spectrum equalizer [50], [51] that can selectively attenuate
the power of any passthrough channel, effectively providing
the equalizing and blocking functionalities in a single device.
All incoming traffic is split into the drop and the passthrough
directions using conventional 3-dB splitters. On the drop side
power is further split using 1:N passive devices where N
is the number of accessing stations. Optical filters can then
separate the intended traffic at each station with the possibility
of accessing a number of different channels in a dynamic
way if the filters are made tunable. The dynamic spectrum
equalizer is then used on the passthrough path to block each
channel that has been dropped and selected on the first stage
as well as equalize all the remaining passthrough and added
channels. On the adding side, channels can simply be inserted
using a set of N transmitters (tunability is also possible) and N
power combiners. Signal conditioning as described before is
effectively provided using input/output amplifiers, the dynamic
spectrum equalizer and possible dispersion compensators (not
shown in Fig. 6). In [33], it was shown that B&S OADMs
exhibit exceptionally low channel through loss, offer lower
first-installed cost mainly due to the combined capabilities of
the dynamic spectrum equalizer and can scale very effectively
on an as-needed-basis. B&S seemed to fit very well for appli-
cations on the long-haul space mainly due to the fact that in
that particular space the majority of the traffic is bypassing the
nodes but at the same time potential network reconfigurability

C

DSE

> :
T
0

DSE

T

= ] Ox

Fig. 6. Typical B&S OADM  architecture as proposed [33].
Figure assumes 1 + 1 protection. F optical filters,S = 1
to N power splitter, A optical amplifier, C 3 dB coupler,
DSE = dynamic spectrum equalizer.

RIS Ty

in

at any point calls for capability to access most (or even all) of
the channels; a capability that B&S easily provides through the
dynamic spectrum equalizer.

Research and development activities in reconfigurable
OADMs have increased in intensity over the past few years,
primarily for deployment in transparent long haul and ultra
long haul networks. However, with the telecom downturn, and
the fact that there has been little demand for new long haul
networks, much of the recent focus by these reconfigurable
OADM vendors has been on reducing the cost of capital for
these network elements, and on simplifying their management,
thus resulting in a potential reduction in the operational ex-
penses of the network. This, in turn, has led to carriers now
considering OADM solutions such as the B&S architecture
shown in Fig. 6 as an attractive candidate for next generation
metro systems the demand for which, unlike long haul, has
continued to grow even through the telecom downturn, albeit at
a slow rate [52], [53], [91].
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IV. TRANSPORT LAYER PERFORMANCE IMPAIRMENTS:
MODELING ISSUES

As aforementioned, numerical simulation is used to assess the
feasibility of multiwavelength all-optical network architectures
based on competing network element designs and component
technologies and compare their performance. In addition, it is
used to provide specifications for the network element compo-
nents. To achieve these goals, it is necessary to accurately and
efficiently model key transmission impairments that affect the
end-to-end performance of the physical layer of all-optical net-
works. Over the years, there is an ongoing effort to improve
the accuracy and efficiency of the network-oriented models pro-
posed in the literature. The purpose of this section is to present
the main impairment models used in our work.

A. Performance Criterion

A characteristic of optical MANs is the existence of fine
granularity traffic with a wide range of protocols (e.g., IP, ATM,
SONET, GbE, etc.) and modulation formats [6]. Since the
performance criteria might vary depending on the modulation
format, we consider here the case of digital optical signals with
intensity modulation exclusively. In this case, the appropriate
performance criterion is the error probability at the output of the
direct-detection receiver, even though in practice and in parts of
our simulation methodology below the Q factor is commonly
used as an alternative for speed and ease of measurement.

For efficiency, it is desirable to semianalytically evaluate the
impact of transmission effects on the error probability. As ex-
plained later, in several cases it is possible to take into account
arbitrary pulse shapes, arbitrary optical and electronic receiver
filters, and non-Gaussian photocurrent statistics at the output of
the direct-detection receiver.

B. Amplifier-Related Effects

Erbium-doped fiber amplifiers (EDFAs) generate amplified
spontaneous emission (ASE) noise. In addition, due to the vari-
ation of the transfer function and spontaneous emission factor
of EDFAs as a function of wavelength, WDM signals exhibit
optical power and optical signal-to-noise ratio (OSNR) diver-
gence. Finally, EDFAs exhibit optical power transients in the
case of network reconfiguration, fiber cuts, power loss or equip-
ment failure.

All aforementioned effects might not be a major issue in
metro networks with small inter-nodal distances, which typ-
ically do not require in-line amplification, and small number
of optical network elements (in which case the number of
concatenated EDFAs is small). Nevertheless, the magnitude of
the above effects can be evaluated using wavelength domain
simulation [54]. A number of static or dynamic EDFA models
of various degrees of accuracy could be used for this purpose
(see, e.g., [55] and the references therein). The role of other
components, e.g., servo-controlled variable optical attenuators,
on the power budget can be taken into account.

2659

C. Chirp-Induced Penalty

The degradation due to chromatic dispersion from optical
MUX/DMUXs and optical fibers is calculated for the worst op-
tical path in the network (as discussed in the next section). For
the power levels and distances used in metro, fiber nonlineari-
ties can be usually ignored and the fiber can be modeled as an
all-pass filter with quadratic phase, e.g., [56]. The chirp induced
penalty can be estimated qualitatively by calculating the amount
of eye degradation at the output of the receiver electric low-pass
filter [56], [57] or, more accurately, by evaluating the error prob-
ability for different receiver types [58]-[61].

Commercially available directly modulated DFB semicon-
ductor lasers exhibit significant variations in their instantaneous
power and frequency waveforms between different manufac-
turers or between different samples of the same manufacturer
[61]. A classification of the laser behavior based solely on their
transient and adiabatic chirp is proposed in [61]. The instanta-
neous angular frequency deviation (f)(f) of a directly modulated
DFB laser is approximately related to its output optical power
P(t) through the expression in [62]

af 1 dP(t)
b} %74',%})((‘,) (1)

12

d(1)

where « is the linewidth enhancement factor and « the adiabatic
chirp coefficient. In (1), the first term is called “transient” chirp,
and the second term is called “adiabatic” chirp. It is assumed
that the output power is sinusoidally modulated as

P(t) = Po(1 4 2m cos wp,t) 2)

where Fp is the transmitted average power, m is the intensity
modulation (IM) index, and f,,, = wy,/(27) is the modulation
frequency. This analog waveform can be considered as a special
case of a digital waveform composed of alternating ones and
zeros, with bit rate equal to R, = 2 f,,, and extinction ratio given
in [63]

(14+2m)/(1 —2m). 3)
It can be shown [63] that the eye closure penalty for small IM

indexes (m < 1) is to a first-order approximation with m equal
to

=

PED = {[cos B(wp,) — asin ®(wy,)]> + h?sin? ®(w,,)} 2.
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4
In (4), ®(ws, ) is the dimensionless parameter defined as
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where A is the carrier wavelength of the transmitted optical
waveform, D is the fiber dispersion parameter, L is the fiber
length, and c is the velocity of light in vacuum. In (4), h is the
frequency modulation (FM) index defined as

P
p= B0 (6)
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Expression (4) reveals that in the hypothetical case where there
is absence of chirp (o = 0, transform-limited pulses), only the
first term contributes to the eye closure. In this case, for small
®(wy), (4) becomes

CD ~ 2\—1
Pcyo :(1—’}/L) (7)
where
TA2R2D
V=l ®)
c

This approximate relationship was given in [64]. In the absence
of chirp, there is always penalty independent of the sign of the
dispersion parameter D, as expected. In the presence of chirp
(a # 0), the dominant contribution to the penalty is due to tran-
sient chirp (second term, proportional to the alpha parameter «).
If the alpha parameter « and the dispersion parameter D have
opposite signs, the impact of transient chirp is beneficial up to a
certain length (i.e., there is pulse compression) and detrimental
afterwards. Adiabatic chirp-induced penalty is due to the third
term. It is beneficial up to a certain length independent of the
sign of the dispersion parameter D.

A phenomenological model which is based on lab measure-
ments of peak-to-peak chirp and chirp duration parameters is
presented in [64] and used in some of the case studies below.
This simple model describes the chirp/dispersion interactions
and their effect on the level of the received 1s and Os.

D. Optical MUX/DMUX Concatenation

In transparent multiwavelength optical networks, each
lightwave signal may be optically multiplexed/demultiplexed
several times during propagation from its source to its desti-
nation. Optical MUX/DMUXs exhibit nonideal amplitude and
phase transfer functions within the optical signal band. That is,
their amplitude transfer functions might present passband cur-
vature, tilt, and ripple. In addition, their phase transfer functions
might not vary linearly with frequency. These impairments are
enhanced when a large number of these devices are cascaded
together. Consequently, optical MUX/DMUX concatenation
causes signal attenuation and distortion (i.e., intersymbol in-
terference, ISI) and eventually limits the maximum number of
optical network elements that can be cascaded.

Signal spectral clipping due to the concatenation of optical
MUX/DMUXSs introduces an excess loss, which changes the op-
erating point of optical servo-controlled attenuators and EDFAs
in the network elements. Therefore, it is necessary to study the
interaction between optical MUX/DMUXs, optical servo-con-
trolled attenuators and EDFAs and its impact on the power levels
of the optical signal and amplified spontaneous emission (ASE)
noise in the network. In addition, it is important to calculate the
noise statistics at the output of the direct-detection receiver. The
latter can be considered Gaussian for thermal-noise limited re-
ceivers but not for the most common case of optically preampli-
fied direct-detection receivers.

All aforementioned effects are included in the model pre-
sented in [65]. This comprehensive model is based on a semian-
alytic technique for the evaluation of the error probability of the
network topology. The error probability evaluation takes into ac-
count arbitrary pulse shapes, arbitrary optical MUX/DMUX and
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electronic low-pass filter transfer functions, and non-Gaussian
photocurrent statistics at the output of the direct-detection re-
ceiver.

E. Incoherent Common-Channel Homodyne Crosstalk

Since the early days of transparent WDM optical communi-
cation systems and networks, optical crosstalk was identified as
one of the major transmission impairments that can cause severe
performance degradation [66]. In current metro networks, the
impact of optical crosstalk is anticipated to be small, due to the
small size of optical switch fabrics. Nevertheless, it is possible
to assess its influence using a number of models with various
degrees of accuracy depending on the type of the receiver, e.g.,
[66], [67].

Optical crosstalk can be distinguished as common-channel
and adjacent-channel. Common-channel crosstalk arises from
interference of optical signals of the same nominal wavelength,
whereas adjacent-channel crosstalk arises from interference
of optical signals of different nominal wavelengths. In optical
MANSs, common-channel crosstalk is due to nonideal optical
multiplexer/demultiplexers (MUX/DMUXs) and optical space
switches contained in optical add/drop multiplexers and OXCs.
Common-channel crosstalk can be distinguished into homodyne
and heterodyne, depending on whether the optical frequencies
of two interferers are the same or not, respectively. A special
case of homodyne crosstalk arises when signals originating
from the same source and following different paths arrive
to the receiver (multipath homodyne crosstalk). Multipath
homodyne crosstalk terms share the same modulation, but in
general, experience different propagation delays, attenuations,
phase changes, and polarization changes due to environmental
fluctuations. If the optical path length difference between
two multipath homodyne crosstalk signals is smaller than the
coherence length of the laser, their beating is called coherent
crosstalk, and otherwise is called incoherent crosstalk.

The exact crosstalk penalty in the receiver performance de-
pends on the modulation, frequency, phase, and polarization of
the interfering electric fields and the type of the receiver. The
power of the interferers can be calculated by wavelength-do-
main representation [54]. The crosstalk-induced penalty can be
evaluated semianalytically using the models by [66], [67]. Dif-
ferent scenarios for the modulation, phase, and polarization of
optical signals can be assumed in all aforementioned models.

FE. Other Effects

Fiber nonlinearities can be safely assumed negligible for the
metropolitan network scenarios discussed in this paper. Previous
work has shown that there are cases where fiber nonlinearities can
become significant but proper power management reduces their
effect [9]. PMD is in general very low for new fibers which are
used for the green-field metro scenarios discussed in this work so
itseffect on performanceis rather small for bitrates up to OC-192.
An analytical model presented in [64] can be used to calculate the
dBQ penalty contribution of this effect which typically is of the
order of tenths of a dB. PDL-induced ripple can be significant in
metro networks where a signal traverses a large number of op-
tical components with no regeneration. This effect can partially
be compensated using servo-controlled attenuators which is what
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was assumed in all the case studies presented here. A more detail
treatment of this effect can be found in [68].

V. ToP-DOWN INTEGRATED SIMULATION METHODOLOGY

Through the network expansion and introduction of new tech-
nologies described in this paper, computer modeling and simu-
lation is playing an increasingly important role in providing the
ability to perform virtual prototyping and system engineering
and testing before the actual network build-up and deployment.
Although there are several commercial simulation frameworks
and developed software tools for the modeling of telecommuni-
cations networks and specifically in the optical networks arena,
to our knowledge no product now provides a software tool that
is vertically integrated from the physical (transport) layer to the
logical and up to the various application layers. Research work
in [69] addressed part of the above issue but did not apply a
step-by-step methodology on a real network case study.

Our proposed integrated simulation methodology investi-
gates ways to design metropolitan optical networks based on a
top-down simulation approach. This is done as follows: the log-
ical and application layers define the physical network topology
(connectivity) under consideration. One way of achieving this
is based on traffic projections for voice, transaction data, and
Internet traffic demands taking into account knowledge of
current demands, the change of the population, the change
of the nonproduction employees, and the Internet hosts as
described in [70]. A model can then be used to impose the
above projections onto viable network topologies as shown in
[44], [72]. An example of such a derived network topology will
be presented in Section VI below. The logical and management
layers will then perform the network dimensioning which
essentially means assigning the wavelengths and engineering
the network. There are two ways of actually doing that: (1)
worst-case engineering, meaning that we assume the network
is populated with maximum number of channels (the word
channels and/or wavelengths is used interchangeably here)
from day 1 of operation and that all wavelengths have to satisfy
transport layer performance requirements on the worst-case
paths; (2) engineering based on the concept of channel yield,
meaning not all channels need to go the entire system length,
meaning that we can use the “poor” channels for the shorter
connection and the “good” channels for the long distance
routes. As a result, only some fraction of channels needs to
support maximum reach (typically 80%).

In the first case (worst-case engineering), the interaction of
the logical layer with the transport layer is minimal, at least on
the design phase of the network, since once the topology is de-
rived from the higher layers and passed on below, the transport
layer engineering takes over. During the transport layer engi-
neering phase, all wavelengths need to then be engineered on
the worst-case path(s).

In the second case (using the concept of channel yield), a re-
cursive loop is established between the logical and the trans-
port layers. Each service needs to be provisioned and wave-
lengths need to be assigned to each service (or each group of ser-
vices). The above simulation methodology is applied on a wave-
length-by-wavelength basis and the right wavelength is selected
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for each service based on its transport layer performance. As a
result, the wavelength with the best transport layer performance
is assigned for example the longest routes (i.e., worst-case paths
if that is the case) whereas the wavelengths with poorer perfor-
mance are assigned shorter routes. The above represents an in-
novative way of engineering the performance of such networks
and it results in significant cost vs. performance tradeoffs. In a
green-field scenario engineering a network using the worst-case
approach will require the use of expensive technologies such
as state-of-the-art in laser transmitters, optical amplification,
dispersion compensation, and component ripple control for all
customer services. Clearly, engineering the network using the
concept of channel yield will provide significant savings since
high performance requirements are now being required from a
smaller set of wavelengths (i.e., customers) that might naturally
meet those requirements to begin with.

For the remainder of the paper, we concentrate on the worst-
caseengineering approach. Althoughthe conceptofchannel yield
isclearly moreintriguing itrequires the interoperability of various
network layers which is a subject of our current research work
for which results will be presented in the future. Following the
above approach, computer simulation can be effectively used for
engineering the transportlayer of typical metro WDM optical net-
works, effectively balancing the need for computation accuracy,
with speed and topological flexibility. During the last few years, a
number of simulation packages intended for the network optical
layer have emerged. The operation of the majority of these tools
is based on the well-known time- and frequency-domain simula-
tion principles [73].

Unfortunately, simulation of WDM optical communication
networks requires a large simulation bandwidth mainly because
of the large aggregate bandwidth of the optical signals and the
wide range of the ASE noise. Moreover, such networks contain
a large number of optical paths over which these time/fre-
quency domain simulations need to be performed. Complete
time/frequency domain simulation of metro WDM networks
for example is a very time consuming process. As a result, a
three-step computationally efficient simulation methodology
was introduced in [64] that essentially represents a semianalytic
way of performance modeling [73]. The first step involves per-
forming wavelength-domain simulation on the entire network.
The wavelength-domain representation that increases speed by
increasing resolution bandwidth is presented in great detail in
[54]. The approach essentially consists in undersampling the
various spectra and ignoring the phase of the signals, which
means ignoring their modulation and representing their spectra
by simple impulses in the frequency domain. A result of the
undersampling performed in wavelength-domain simulation
is that switching between time and frequency domains is not
possible. The approach is used to calculate the average signal
and crosstalk powers and OSNR and not to evaluate the wave-
form evolution of channels through the optical components
of the network. The crosstalk-induced penalties as well as the
nonlinear effects in the fiber and other optical components,
along with the polarization effects are not captured in the
wavelength-domain simulations and are studied only on in-
dividual paths of the examined networks in the time-domain
simulation part of the approach (step 2). As a result, the time
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consuming time/frequency approach is only executed on se-
lected worst-case paths in the network (wavelength-domain
simulations and analysis identify these worst-case paths).

The Q factor is used as a convenient and easy to measure and
model parameter for system performance. Q is defined in [74]
as

1 Q 6_2Q2
BER = Eerfc (7§> = Q\/ﬂ' ©)]

The Q penalty of a system is often expressed in dB and since
we are mostly concerned with the optical penalties introduced
by different impairments, we will use the following definition
for dBQ throughout the paper: dBQ = 10 log(Qiinear)-

The second part of the simulation methodology described
earlier can be used to provide the penalties (in dBQ) due to
fiber nonlinearities, polarization effects, as well as linear optical
crosstalk that cannot be obtained using the wavelength-domain
approach of step one. In trying to engineer the performance of
an optical network, we need a tool that will be flexible and fast
enough to run simulation repetitions for different network pa-
rameters, and network sizes so it becomes obvious that repeating
steps 1 and 2 above can not effectively help the network de-
signer. A third simulation step is thus introduced that uses infor-
mation from the previous two steps to determine the Q param-
eter for the channels on the worst-case path in a simple and time-
efficient way. This is a budgeting approach where dBQ penalties
for the various effects obtained either from the second step of
the simulation methodology presented above or through impair-
ment models are used. The Q performance of all the channels
applied on the worst-case path can then be calculated by keeping
track of the signal and ASE noise powers starting from the op-
tical transmitter, through the various components and finally at
the optical receiver taking into account channel power diver-
gence, dispersion/chirp, ASE noise, receiver noise terms and
budgeting for all other impairments in the form of dBQ. It must
be noted that this is different from a simplistic Q budget since
the margin allocated for each impairment is not a fixed amount,
but is calculated from a corresponding impairment model. The
main limitation of the above overall approach is the tradeoff of
accuracy with speed. During the implementation of the final step
(i.e., budgeting analysis on the worst-case path) in trying to do
the network engineering certain parameters may change. Ide-
ally then all three steps of the methodology would need to be
repeated each time a parameter change occurs increasing the
simulation time. In the case studies of Section VI we assumed
that parameter changes provide a minimum change in the overall
impairment budgeting of the network and thus avoided any it-
erations. In our latest work in Section VII it is clear that steps 1
and 2 are not needed due to the simplicity of the design and our
prior knowledge of effects and thus only budgeting is used.

VI. DESIGN AND ENGINEERING OF METRO NETWORKS:
CASE STUDY RESULTS

In designing metro networks and trying to engineer their per-
formance we use the three-step simulation process outlined in
the previous section and employed the models described in de-
tail in Section IV. In this part, we briefly present two simulation
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case studies before we move on to Section VII where our latest
work is presented in more detail.

The difference in the two case studies is the fact that the first
focuses on a more theoretical topology that was derived based
on the studies on optical transparency described before. The
second is a more comprehensive study based on realistic data
for a network topology.

The first case study is based on the network architecture of
Fig. 3 and focuses on the traced worst-case path (gray line). The
optical signal is added on the first node of an edge ring, traverses
the whole edge and IOF rings and is dropped at the most distant
node of the last edge ring. Besides engineering the performance
of the above network, this work dealt with the topology design
question of how big a transparent network can we support based
on the architecture of Fig. 3. In [64] where the details of the
above work is presented, it was shown that we can design each
edge ring to consist of a total of 16 km of single-mode fiber and
seven nodes spread across that distance. Six hub nodes (i.e., six
interconnected edge rings) can be supported each separated by
about 15 km bringing the maximum circumference of the IOF
ring to about 100 km. Assuming the basic node (hub and edge)
design that was prototyped in the lab and shown in Fig. 5 and
using simulation parameters derived from experiments [64] the
network is engineered for the worst-case at bit rates of OC-48
and OC-192 as shown in Fig. 7. Clearly both cases are engi-
neered successfully for the worst-case paths. Crosstalk plays
an important role in this design since the worst-case path goes
through a number of optical nodes. Wavelength-domain simula-
tion is used to derive the magnitude of each term and the model
described in Section IV applied in part 2 of the simulation pro-
cedure is used to derive the 1 dBQ penalty for this effect as de-
scribed in [64]. Step 2 of the simulation procedure (time-do-
main) is used to derive the dBQ penalties for the following
effects: fiber nonlinearities at 0.1 dBQ and fairly negligible;
PDM-induced penalty at 0.1 dBQ again very small; filter con-
catenation is derived to give a 1 dBQ distortion-induced penalty
using DMLs at 2.5 Gb/s whereas EA-modulated and externally
modulated transmitters do better (0.5 dBQ). These were derived
based on work in [75]. For the results of Fig. 7, EA-modulated
transmitters are assumed for the OC-192 case and DMLs for the
0OC-48 and the phenomenological model for chirp/dispersion in
[64] and alluded to in Section IV was used.

The second engineering case study implements the top-down
simulation methodology described in Section V to enable a
transparent metro network solution of a typical U.S. Incumbent
Local Exchange Carrier (ILEC). It uses information consisting
of traffic modeling based on projected traffic demands and
network dimensioning as shown in [71], [76] to design the
topology. Fig. 8 shows a 29-node mesh network based on a
carrier’s needs in a major U.S. metropolitan region. Wave-
length-domain simulation is used to identify the worst-case
paths shown in the figure (longest and max number of hops)
and to derive the histogram of all crosstalk terms as shown in
[76]. Part 2 of our simulation methodology is used to derive the
dBQ penalties for all the effects using time-domain simulations
on the two paths and the models discussed in Section IV. Fig. 9
shows the error probability as a function of the received OSNR
for the case of the optical path with the maximum number of
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Fig. 7. Q (dB) channel performance for worst-case path of Fig. 3. Results are derived using the three-step simulation procedure of Section V and the models of
Section IV. Adequate performance is shown at OC-48 (upper curve) and OC-192 (lower curve) for all channels.

Fig. 8.
and is derived with the top-down simulation approach of Section V, [76].

hops (i.e., worst-case filter concatenation effect). A 0.75-dBQ
penalty due to filter concatenation was calculated at a BER
of 10~'2 using the accurate analytical approach outlined in
Section IV.

Fiber nonlinearities and polarization effects are further bud-
geted with 0.5-dBQ penalty. Q budgeting is used as a third
and final simulation step in trying to engineer the above net-
work design. In engineering the performance of the network of
Fig. 8, we run the above three-step procedure with several iter-
ations until the right configuration of parameters were derived.
Amplifier positioning, gain values, resulting black box ampli-
fier noise figure values, and dispersion compensator placements
were some of the parameters that we varied during this iterative
engineering procedure. Fig. 10 presents the final results of the
three-step transport layer simulation methodology. The Q per-
formance of all possible wavelengths for both of the paths exam-
ined in Fig. 8 are above the required 8.5 dB (Bit Error Rate <
10~'2). The shape of the curves is due to the dispersion map of
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Metro network case study with identified longest-length path (solid) and maximum number of hops path (dotted). Examined network is that of a carrier
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Fig. 9. Mean error probability versus OSNR for the maximum hops path of
Fig. 8. Back-to-back (solid) is compared to system with optical filters (dotted).

the system. It is important to note that Fig. 10 demonstrates that
engineering for the above worst-case paths assures that 100% of
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Fig. 10. Q performance results obtained using the Q budgeting simulation approach for both the longest path as well as the maximum-hops path of Fig. 8.

the paths of the mesh metro network for the typical carrier can
be transparently engineered.

VII. TODAY’S METRO NETWORK ARCHITECTURES: THE
LATEST CASE STUDY

The ongoing telecommunications market slowdown has
inevitably affected the equipment and DWDM technology
deployment scenarios in the metro area. The view of Fig. 3
with transparent interconnections of IOF and edge rings has
not yet materialized. In fact any type of transparent ring inter-
connection is not considered realistic under the current traffic
demand scenarios, with the cost of transparency proving to be
prohibitive. What has happened instead has been initially a
slow introduction of point-to-point DWDM as fiber relief with
stacked SONET OC-48/192 collapsed rings or possible mesh
connectivity among only the major hubs of metro networks.
OADM capability has continued to be provided in metro net-
works through the use of static (nonreconfigurable) band filters
with architectures similar to that shown in Fig. 5. Improvements
in band and channel filters have allowed network designs to
evolve to 100 GHz channel spacing, with one or no channels
in the guard bands of the band filters. This has allowed system
providers to offer an equivalent capacity using just the C-band,
thus curbing the use of additional C/L-band splitters on day one,
and the use of L-band components when the system requires
an upgrade.

What is now beginning to be contemplated and expected to
materialize in the 2004—-2005 time frame is DWDM ring or mesh
connectivity of only the major stations in the region, called su-
perhubs, using reconfigurable OADM (R-OADMs) equipment.
This future-proofing, which would allow the network provider
to eliminate stranded bandwidth, potentially speed up provi-
sioning, and provide a solution that can adequately handle fore-
cast uncertainties, is now being investigated and deemed pos-
sible due to component cost reductions in the past 1-2 yr.

Fig. 11 shows the current deployment status and a realistic
evolution scenario of a typical network in a highly populated
metro region which is serviced by an ILEC [77].

All rings shown in Fig. 11 are still based on SONET/SDH
equipment and the move to transparency involves only the super
hubs which are being connected in a ring or a mesh connec-
tivity pattern. In typical densely populated metropolitan areas
like New York City, Philadelphia, or Atlanta, superhubs will
number only a few and will typically be spaced 30 to 50 km
apart with the possibility of much shorter distances. For example
in the second network case study of Section VI, typical large
stations (corresponding to superhubs of Fig. 11) are only 5 to
10 km apart in the central downtown sections of a major city.
Superhubs generically all look the same and system integrators
are currently evaluating the cost/performance tradeoffs associ-
ated with the implementation of these using the latest market
technologies for reconfigurable OADMs, a glimpse of which we
present below in our latest case study. The established DWDM
ring or mesh topologies among superhubs are running at either
0OC-48 or OC-192 with current implementations occurring pri-
marily at OC-192; OC-48 dominates for the SONET connec-
tivity among hubs and OC-3 and OC-12 are present among the
CO SONET connections.

Clearly Fig. 11 indicates that the deployment of DWDM in op-
tical MANSs is still at its initial stage despite the largely optimistic
predictions of the late 90s. This is due to the low demand for wave-
length-level services. The above has some major implications in
terms of the way these networks are currently designed and engi-
neered. The majority of the transport layer effects studied in our
previous work and outlined in SectionIV above are now much less
significant since “true transparent” paths only span a few stations
(superhubs only) and likely extend to maximum distances of less
than 100 km. In trying to understand the main design issues and
the cost versus performance tradeoffs that govern the design of
today’s metro networks we investigated a typical metro network
case study based on the generic network design of Fig. 11 fo-
cusingonatypical major U.S. city asshownin Fig. 12. Essentially
this network consists of only the all-optical part of the network
of Fig. 11 (i.e., the superhubs) forming what in graph theory is
called a diameter two graph. This essentially means that getting
to any superhub from any other one requires a maximum of only
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Sonet OC-12/48
(collector rings)

Current DWDM metro network deployment scenario. All rings represent typical SONET OC-12/48/192 designs. DWDM is only deployed between the

superhub nodes (dark squares) in a ring (solid) or possible mesh (dotted) configurations [77].

two all-optical hops. Employing Dijkstra’s shortest path routing
algorithm [78] shows that the longest optical path does notexceed
70 km. Itis clear from the above observations that the worst-case
pathsinthis network case study are muchless constrained in terms
of transport layer effects than the corresponding ones in the case
study presented in Section VI. As a result, network engineering
is simpler in terms of accounting for performance impairments
and becomes an exercise on how to best take advantage of per-
formance versus cost tradeoffs which is more of a budgeting ap-
proach as outlined in Section V (simulation step 3). We start by
focusing on a connection from node A to node D. Path A-B-D
is the shortest path for this connection (30 km). To provision the
protection path for this connection we apply a typical diverse path
routing algorithm [79], [80] that results in the path A-F-D which
spans 70 km. In case of failure, the reprovisioned path will be
A-C-E-F-D which is 65 km long. For the purposes of this study
we focus on the worst-case path A-F-D (70 km) (Fig. 12) and try
to engineer typical OC-192 services based on that. Superhubs are
all considered to have similar R-OADM equipment whose basic
architecture is shown in Fig. 13 for a typical 4 x 4 design.

The term R-OADM is used instead of the cross-connect ter-
minology since as shown in Fig. 13 the actual number of all-op-
tical interfaces might be small (in the above case 2 IN, 2 OUT)
compared to the other transponder-based interfaces and thus the
above equipment can be viewed as an all optical add/drop de-
sign with reconfigurable capabilities rather than an all-optical
cross connect. The network element design of Fig. 13 will serve
extremely well since the client interfaces can be the add/drops
to the local CO and/or hub rings of Fig. 11. While this may
not be the eventual implementation of an ROADM in a metro
network, we believe it to be one that is being actively con-
sidered by several designers, and it serves as a useful starting

Fig. 12. DWDM metro network case study based on the current network
deployment scenario of an ILEC. Nodes represent only superhub stations with
typical distances (not drawn to scale) based on Fig. 11.

point for our network investigations. It is based on the B&S
concept and built using couplers, amplifiers, filters, and 1 x N
switches. Such 1 x N components that offer reconfigurability
have been recently proposed [81], [82] and offer the advan-
tage of incorporating the MUX/DMUX and switching capabil-
ities all in one module. In [81] these were proposed as trans-
parent switch fabrics that distribute any optical wavelength from
any input port to one of four output ports (1 x 4) implemented
with bulk optics and microelectromechanical system mirrors
(MEMS). In the R-OADM design of Fig. 13, traffic from two
of the input ports (1 and 2) is split into the four output ports
using 1 X 4 splitters. Outputs 3 and 4 can selectively receive a
fraction (or all) of the traffic from each fiber using 1 x N split-
ters and tunable filters just as described in the basic B&S design
of Fig. 6. In our case, 65% of the incoming traffic on each one
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Typical 4 X 4 ROADM based on 1 X 4 wavelength selective switch and B&S-type of architecture. Client interfaces (compliant: C&L band, noncompliant:

1300 nm-type) use regenerators and electronic means to achieve the reprovisioning functionality for the paths of the network of Fig. 12 A, B, C, D are metro

amplifier designs.

of the input fibers (1 and 2) is assumed to be accessible which
is typical of the needs of a superhub. For our case study we as-
sumed 40 channels (195.9-192.0 THz), with 100-GHz spacing,
thus access to 26 channels is assumed on each fiber at the drop
side (similarly for the add side). The 1 x 4 selective switches
on the output of the design provide the switching, equaliza-
tion and blocking capabilities as described in previous sections.
Insertion loss of about 5 dB and in-band crosstalk of about
—50dB [81] [Fig. 4(b)] where demonstrated for the 1 X 4 s and
are thus used in our simulation models. In trying to engineer
the worst-case path of Fig. 12 effects like filter concatenation,
crosstalk and nonlinearities will have significantly less magni-
tude than in the previous case studies. The number of optical fil-
ters through which the signal passes is now only three which is
based on the work presented in [83] results in negligible penalty.
Incoherent common channel crosstalk penalty is budgeted at
only 0.5 dBQ based on the model presented in Section IV, infor-
mation from [64, Fig. 12] and the individual 1 x 4 specifications
given above [81]. Fiber nonlinearities are almost negligible for
the channel spacing, bit rate, and per-channel launched power
in this case (+1 dBm/channel) and are budgeted at 0.1 dBQ.
PMD is budgeted at 0.2 dBQ based on the analytical model pre-
sented in [64] and references therein and PDL, PMD/PDL in-
teractions are ignored based on results from previous work on
the subject [68] and the fact that the number of optical compo-
nents that the signal traverses before being regenerated is rather
small. A safety margin of 1 dBQ is allocated for component
aging and factored into the budgeting model. In designing the
amplifiers A,B,C, and D of Fig. 13 cost versus performance
tradeoffs are taken into account. Amplifier A is a more expen-
sive two-coil design equipped with internal VOAs for variable
gain operation. By incorporating the VOA loss inside the am-
plifier as opposed to having it outside integrates functionalities
and achieves variable span lengths at lower power and cost [84].
A total of 19-dBm output power is achieved with gains in the
20-dB range and a noise figure of about 6 dB. For amplifiers

B and D cheaper single-coil designs are used with total output
power about 13 dBm and gains of around 10 dB and higher
noise figures (9 dB). Amplifier C is not needed in the partic-
ular implementations of Fig. 13. In our case study for the first
simulation run, we use DML transmitters and typical dispersion
compensation modules (placed midstage at the amplifier sites)
to account for the dispersion of the standard single-mode fiber
of the path A-F-D in the network of Fig. 12. DMLs operating
at OC-48 speeds have been the driving force for metro system
implementations for a while. At OC-192 however, their large
chirp has traditionally prevented their use except from imple-
mentations over specialized fiber [85]. Recently DML commer-
cial products at OC-192 rates have emerged that are very low
cost and prove suitable for the applications we have been dis-
cussing [86]. However, the sizes of networks that such devices
can support are quite restricted. More recently, electronic disper-
sion compensation (EDC) technologies have been showing sig-
nificant momentum due to their potential cost effectiveness [87].
Previous work has demonstrated the effectiveness of EDC in
systems based on EA modulators [88] and more recently in the
case of LiNbO3 external modulators [89] where it was shown
that such technology can provide 30%—40% improvement com-
pared to the typical dispersion-limited reach of such transmit-
ters. In Feuer et al. [90] substantial enhancement of maximum
transmission distance is shown using a combination of DML
transmitters and EDC at the receiver. Based on our setup de-
scribed earlier, the second simulation run adds EDCs at the re-
ceiver of path A-F-D of Fig. 12 and engineers all 40 possible
channels through it. Fig. 14 presents the results for the two sim-
ulation runs described above. In the case where EDCs are used
at the receiver a phenomenological model for the EDC is used
in our simulation procedure. This simple model is derived from
[90, Fig. 5] where the penalty is presented versus single mode
fiber span length (i.e., dispersion for a channel). Specifically, the
residual dispersion (after the optical dispersion compensation is
applied) for every channel in our network is monitored and the
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penalty that results with the use of EDC is read from the above
graph in [90]. This penalty is used in the budgeting procedure
described above as the dispersion/chirp impairment. It is clear
from [90, Fig. 5 ] that in the case where DMLs are used sup-
ported distances even with the use of EDCs can not expand be-
yond 20 kms. As a result, in our case study EDCs are used in
addition to basic optical dispersion compensation modules (no
dispersion slope compensation) to deal with the residual disper-
sion at each channel. The derivation of a more elaborate sim-
ulation model for the EDC is currently underway and will be
presented in a future work. Clearly, EDC solutions can not sub-
stitute in-line dispersion compensation units, however they pro-
vide significant performance improvements when used to ac-
count for residual dispersion in the path. In our case study, a

Performance tradeoffs between the use of EDC and components with relaxed performance specifications.

performance margin of 1.6 dBQ can be achieved as shown in
Fig. 14. This could be allocated to mitigate other impairments
such as PMD which in existing designs over older fiber can
be significant. However, in our case study, all impairments are
small and a green-field network scenario is assumed. Another
cost-effective consequence of the use of EDCs is the ability
to use this performance margin to relax specifications on indi-
vidual components. An example would be ripple of amplifiers,
and/or other optical components as shown in Fig. 15 where a
ripple of 0.5 dB per amplifier and 0.1 dB per component is as-
sumed. For illustration purposes only, the ripple is assumed to
be systematic, sinusoidal in shape, but rather conservative in its
value. It is clear from Fig. 15 that there is still enough margin
for components with worse performance and thus less costly to
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manufacture (until the required 8.5 dB for BER < 10712 is
reached). Amplifier ripples of 0.75-1 dB can be common for
low-cost metro designs.

Eventually, however, the widespread use of techniques such
as EDC and forward error correction (FEC) to enable a larger
margin in metro systems, and therefore lower cost in other com-
ponents, or increase the reach using existing components, will
be driven through economic tradeoffs. EDC and FEC techniques
may allow a lower first-installed cost since they are based upon a
channel-by-channel implementation, but this needs to be studied
further and is a subject of our future work.

VIII. CONCLUSION

This paper summarizes our work on design and engineering of
the transport layer of metropolitan optical networks. Several net-
work case studies were simulated that clearly demonstrated the
metro network architecture evolution trends during the last few
years. The current telecommunications slowdown had a signifi-
cantimpactontheadvancementof WDM inmetroandinparticular
it affected how the currently implemented architectures are engi-
neered. Itis clearthat some of the major performance impairments
which we were concerned with in the past have no significantim-
pactintoday’s deployed scenarios mainly because the truly trans-
parent paths are much shorter and traverse fewer components than
originally studied. On the center stage are the performance versus
cost tradeoffs which lead to the use of new and cheap technolo-
gies such as 10 Gb/s DMLs, electronic dispersion compensators
and possibly others. A direct consequence of the above is the use
of cheaper components and increased performance margins that
can avoid worst-case engineering designs.
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