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**Abstract**

Genetic data are useful for estimating the genealogical relationship or relatedness between individuals of unknown ancestry. We present a computer program, **ML-RELATE** that calculates maximum likelihood estimates of relatedness and relationship. **ML-RELATE** is designed for microsatellite data and can accommodate null alleles. It uses simulation to determine which relationships are consistent with genotype data and to compare putative relationships with alternatives. **ML-RELATE** runs on the Microsoft Windows operating system and is available from www.montana.edu/kalinowski.
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Genetic data are frequently used to estimate the genealogical relationship or relatedness between individuals of unknown ancestry (see Blouin 2003 for review). Ecological studies estimating relatedness can be classified according to the number of individuals in the pedigree being estimated. The simplest case is estimating the relationship (or relatedness) between two individuals. This is the case we discuss in this paper, and the case analysed by the computer program, **ML-RELATE**, that we describe below. Other statistical methods will be more useful for other applications (e.g. paternity tests when the maternal genotype is available).

There are several computer programs available to estimate relatedness and relationship (See Blouin 2003 Table 1 for a comparison of programs) — enough that choosing a program can be daunting. We wrote **ML-RELATE** because we wanted a software that met three criteria. First, we wanted a stand-alone program that runs on the Microsoft Windows operating system. Second, we wanted to calculate maximum likelihood estimates of relatedness. Milligan (2003) recently showed that maximum likelihood estimates of relatedness usually have a lower root mean squared error than other estimators. Third, we wanted a program that could accommodate null alleles. Null alleles are common in microsatellite data, and can easily lead to errors in estimating relatedness or relationship if their potential presence is not accommodated in relatedness or relationship calculations (Dakin & Avise 2004; Wagner *et al*. 2006). **ML-RELATE** is described in detail in a user’s manual (available at www.montana.edu/kalinowski). Here, we focus on the statistical analysis performed by the program.

Genealogical relationships between individuals are conveniently represented mathematically as probabilities that genotypes in the individuals share zero, one or two alleles identical by descent (see Lynch & Walsh 1998; Blouin 2003; or Buckleton *et al*. 2005 for reviews). A few examples illustrate this translation. Let \( k_0 \), \( k_1 \) and \( k_2 \) represent the probabilities that two individuals share zero, one or two alleles (respectively) at a locus. If two individuals are parent–offspring, \( k_0 \) will equal 1, \( k_1 \) will equal 0 and \( k_2 \) will equal 0. If two individuals are full-siblings, \( k_0 \), \( k_1 \) and \( k_2 \) will equal 0.25, 0.5 and 0.25, respectively (see Table 1 for other relationships commonly of interest). If individuals are inbred, additional coefficients are needed to represent the genealogical relationship between the individuals (e.g. Milligan 2003). Here we make the typical (e.g. Thompson 1991; Milligan 2003) assumption that neither of the two individuals being compared is inbred, so three \( k \)-coefficients are sufficient. We note, however, that the consequences of violating this assumption have not been explored. We also assume a closed population (i.e. no migrants entering population).

The \( k \)-coefficients representing the genealogical relationship between two individuals can be plotted as a point on a graph (Fig. 1). The three \( k \)-coefficients must sum to one, so only two need to be plotted. If the individuals are noninbred (as we are assuming), there is the additional restriction that \( k_1^2 \geq 4k_0k_2 \) (Thompson 1991). When these restrictions are considered, the range of possible values for \( k \)-coefficients,
the ‘k-space’, is roughly triangular, except that one side of the triangle is curved concave inward. A plot of common relationships shows that three relationships define the extremes of the k-space: unrelated (U), parent/offspring (PO) and monozygotic twin (M). In general, relationships that are close to each other in k-space are relatively difficult to differentiate. For example, if sufficient genetic data are not collected, first cousins (1C), may be mistakenly be identified as unrelated (U) or half-sibs (H), but are less likely to be identified as parent/offspring (PO) (Fig. 1).

There is a convenient relationship between k-coefficients and the coefficient of relatedness, r, between two individuals. If the individuals are not inbred, r is equal to

\[ r = \frac{1}{2} k_1 + k_2. \]  

The relationship between two individuals can be estimated from genetic data by evaluating the likelihood of points in k-space (see Lynch & Walsh 1998; Blouin 2003; Buckleton et al. 2005; for reviews). For notational simplicity, let the vector \( \mathbf{K} \) represent three k-coefficients \( \mathbf{K} = \{k_0, k_1, k_2\} \). By definition, the likelihood of \( \mathbf{K} \) is equal to the probability of observing the genetic data present in two individuals having relationship \( \mathbf{K} \). Let \( L(\mathbf{K}) \) represent this likelihood. Several authors have given formulae for \( L(\mathbf{K}) \) (e.g. Thompson 1991; Milligan 2003; Wagner et al. 2006); and we will not review them here. The maximum likelihood estimate of \( r \) between two individuals is found by searching the entire parameter space of \( \mathbf{K} \), finding the values that maximize the likelihood, and then inserting these values into Equation 1. The simplex optimization routine is useful for searching for the maximum likelihood value of \( \mathbf{K} \) (e.g. Press et al. 1992). The likelihood surface can have multiple ‘peaks’ of varying heights, so starting the search from multiple starting points is often necessary to ensure that the highest peak is located (S. Kalinowski, unpublished results). The maximum likelihood relationship between a pair of individuals is found by inserting different values of \( \mathbf{K} \) into the likelihood equation (each corresponding to a relationship of interest) and determining which yields the highest likelihood.

### Table 1: A list of k-coefficients for common relationship categories

<table>
<thead>
<tr>
<th>Relationship</th>
<th>( k_0 )</th>
<th>( k_1 )</th>
<th>( k_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parent–Offspring</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Full-siblings</td>
<td>0.25</td>
<td>0.50</td>
<td>0.25</td>
</tr>
<tr>
<td>Half-siblings grandchild–grandparent</td>
<td>0.50</td>
<td>0.50</td>
<td>0</td>
</tr>
<tr>
<td>Niece/Nephew–Uncle/Aunt</td>
<td>0.75</td>
<td>0.25</td>
<td>0</td>
</tr>
<tr>
<td>First cousin</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\( k_m \) represents the probability that two individuals share \( m \) alleles IBD under a given relationship.

Unless large numbers of loci are scored (e.g. 30–40 microsatellite loci), estimates of relatedness or relationship are strongly affected by sampling error — in particular, interlocus variance of gene identity. Therefore, statistical methods are needed to assess the uncertainty surrounding estimates of relationship or relatedness. We present two methods for doing this: a statistical approach for testing between two a priori hypotheses, and a method for determining what relationships are consistent with genetic data (i.e. a method for constructing confidence sets for the relationship between two individuals). These approaches are either identical or similar to methods commonly used for pedigree analysis (e.g. Marshall et al. 1998; Goodnight & Queller 1999; McPeek & Sun 2000).

The statistical test to evaluate two competing a priori hypotheses is illustrated with an example. A researcher
observes two adult female hyenas in the proximity of a den and suspects that the hyenas are sisters but would like to exclude the possibility that they are unrelated. Genetic data are collected and the relationship full-siblings has the highest likelihood. However, the likelihood for unrelated is not much lower. Therefore, the researcher might wonder if the hyenas are actually unrelated, but appeared genetically to be siblings by chance. This question can be addressed with the following statistical test. Let $K_{\text{Putative}}$ represent the $k$-coefficients for the putative relationship between the hyenas (in this case, full siblings), and let $K_{\text{Alternative}}$ represent the $k$-coefficients for a alternative hypothesis of interest. We define the test statistic, $\Lambda$, equal to

$$\Lambda = \ln \left( \frac{L(K_{\text{Putative}})}{L(K_{\text{Alternative}})} \right).$$

The sampling distribution of $\Lambda$ is determined through simulation. Genotypes are simulated for the alternative hypothesis (in this case, unrelated individuals) and $\Lambda$ is calculated for each simulated pair. (These simulations assume that the allele frequencies in the population are equal to the allele frequencies in the sample. Genotypes are simulated in two steps. First, the number of alleles identical by descent is chosen from $K$, and then genotypes are chosen given $K$.) This is performed a large number of times, and the proportion of times that the simulated $\Lambda$ is greater or equal to the observed $\Lambda$ is recorded. This is the $P$ value for the hypothesis test. If this $P$ value is small, the alternative hypothesis is rejected. If the $P$ value is large, both the putative and alternative relationships are consistent with the data.

In many circumstances, researchers will not have a putative relationship to test against an alternative. In such cases, a list of all plausible relationships between two individuals is useful. Such a list can be constructed by testing several relationships and determining which are consistent with the observed data. Again, we use a likelihood ratio for a test statistic and simulation to estimate its distribution. Let $K_{\text{Null}}$ represent a possible relationship between two individuals to be tested for plausibility. Let $K_{\text{ML}}$ represent the maximum likelihood estimate of $K$ for the two individuals, and let the test statistic $\Lambda'$ equal

$$\Lambda' = \ln \left( \frac{L(K_{\text{ML}})}{L(K_{\text{Null}})} \right).$$

The significance of $\Lambda'$ observed between two individuals is established via simulation. Genotype pairs are simulated for the null hypothesis and $\Lambda'$ is calculated for each of the simulated pair of individuals. This is performed a large number of times, and the proportion of times that the simulated $\Lambda'$ is greater or equal to the observed $\Lambda'$ is recorded. This is the $P$ value for the hypothesis test. If this $P$ value is small, the null hypothesis can be rejected. If the $P$ value is large, the null hypothesis is not rejected and that relationship is included in the list of relationships that are considered consistent with the observed data. This process is repeated for all relationships of interest.

Estimates of relatedness and relationship can be biased by null alleles (e.g. Dakin & Avise 2004; Wagner et al. 2006). The problem is most severe for relationship estimation. Consider as an example a cross between a dam with genotype $ii$ and a sire with genotype $jj$ (where $i$ is a null allele and $i$ and $j$ are non-null alleles). With this pair of parents, there is a 50% chance that an offspring will have the genotype $in$. In this circumstance, the apparent genotype of each individual will be: dam ($ii$), sire ($jj$) and offspring ($ii$). If the potential presence of null alleles is not accounted for, these genotypes will exclude the actual sire of the juvenile from being a parent. Likelihood equations, however, are easily modified to account for genotypes for null alleles (Wagner et al. 2006).

$ML$-relate is a computer program for estimating relatedness and relationship from codominant genetic data (such as microsatellites). In addition to calculating maximum likelihood estimates of relatedness and relationship, it performs the two hypothesis tests described above. Null alleles can be accommodated in all calculations. $ML$-relate is available from www.montana.edu/kalinowski, runs on the Microsoft Windows operating system, and reads data files in the genepop format (Raymond & Rousset 1995). Most calculations performed by $ML$-relate require less than a second of computation time for a typical desktop computer, but can become more lengthy if relatedness is estimated for all pairs of individuals in a data set. For example, calculating a matrix of pairwise relatedness estimates for 59 individuals from eight microsatellite loci required approximately 15 s of computation.

Several steps were taken to check for errors in the calculations performed by $ML$-relate. Hardy–Weinberg tests for the presence of null alleles were compared to results produced by genepop (Raymond & Rousset 1995). Relatedness estimates were checked with calculations performed using Microsoft Excel. In addition, we replicated some of the simulations by Milligan (2003). Last, we used the program to analyse a hyena microsatellite data set (A. Wagner, unpublished).
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