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Exploratory Factor Analysis

Factor Analysis and Test Validity

Exploratory Factor Analysis

· Factor Analysis is a multivariate statistical method whose primary 
purpose is to define 
the underlying structure for a group of related variables. This technique addresses 
the 
problem of analyzing the structure of the interrelationships (correlations) among a large 
number of variables (e.g. test scores, test items, questionnaire responses etc.) by 
defining a set of common underlying dimensions, known as factors. 

· The two primary uses of factor analysis are summarization and data reduction. It allows 
us to take a large set of data and make it more interpretable. 

· Exploratory Factor Analysis is used to determine to traits or factors that comprise a set 
of data.

· Confirmatory Factor Analysis attempts to validate hypothesized factors that one expects 
to emerge from data collected from test questions, questionnaire responses, etc. This 
process is used to validate questionnaires, personality inventories and many other 
types 
of psychological tests such the Wechsler Intelligence Scale for Children – 4th Ed. (WISC-
IV), MMPI-II, etc.

A Measure for Assessing Anxiety Associated With Using SPSS
Factor analysis is frequently used to develop questionnaires. The primary use of factor analysis in the development of questionnaires is to ensure that questions designed to measure an ability or trait are in fact related to the construct that you intend to measure. The example that we will use to demonstrate factor analysis is taken from a research study conducted by Field (2000) to study student anxiety related to the use of SPSS. Field generated a twenty-three item questionnaire based on interviews with anxious and non-anxious students. Each question was a statement followed by a five point Likert Scale ranging from “Strongly Disagree” through “Neither Agree or Disagree” to “Strongly Agree”. The questionnaire is attached.

Research question

Do the twenty three items comprising the SPSS Anxiety Scale represent one unitary trait ( or factor) to explain how students experience anxiety with SPSS?  

There are four basic steps to the factor analysis process:

1. Data screening: calculate the descriptive statistics and a correlation matrix of all variables to be used in the analysis.

2. Extract factors

3. Rotate factors to create a more understandable factor structure

4. Interpret results

The Major Assumption Underlying Factor Analysis

1. The relationship between measurement variables is linear (i.e. correlated to one another). Scatterplots of variables can be examined to determine if variables are linearly related. 

Sample Size

As a general rule, the minimum sample size number at least five times as many observations as there are variables to be analyzed, and a more acceptable size would reflect a 10-1 ratio. At a minimum, the sample size should be at least 100 however 200 or more would be better. In this case the sample consists of 2,571 completed questionnaires.

Conducting the Factor Analysis Using SPSS
The first part of the analysis consists of determining the number of extracted factors.

1. Click Analyze, Click Data Reduction and Click Factor. You should see the Factor Analysis dialogue box.

2. Holding down the control key, click the 23 SPSS anxiety variables (items a through j). The click on > to move the items to the Variables box in the Factor Analysis dialog box. 
3. At the bottom of this box, click on Descriptives. In the Descriptives dialog box make sure that Univariate descriptives, Coefficients, Significance Levels, Determinant, KMO, Barlett’s test of Sphericity and Reproduced are checked. Now click on Continue.

4. Click Extraction. You will see the “Factor Analysis: Extraction” dialog box. 
5. In the “Extraction” box you will notice that the default Method is Principal Components. This is the most commonly used method for exploratory purposes.
6. Continuing in “Extraction” box, we also want to make sure that the boxes Correlation Matrix, Unrotated Factor Solution, and Eignevalues over: 1 and Scree plot are checked. Now click on Continue.

Rotating Factors
7. When back in the Factor Analysis dialogue box, click Rotation. You will see the Rotation Dialog box. 
8. In the Rotation dialog box make sure that you check Varimax. Varimax is a type of orthogonal rotation method. Make sure that the Rotated Solution and Loading plots boxes are checked. Change the maximum iterations to “30”. (Normally 25 is sufficient but we have an unusually large dataset to work with in this example). Now click on Continue
9. Now back in the Factor Analysis dialogue box, click Options.

10. In the Factor Analysis: Options box under Missing Values select Exclude Cases Pairwise. Now under Coefficient Display Format: Make sure that you check Sorted by Size. Click on Continue.

11. From the Factor Analysis dialogue box click on Scores. In the Factor Analysis: Scores dialogue box check Save as variables and under Save as Variables select Anderson-Rubin. Next check Display Factor Score Coefficient Matrix. Click on Continue.

12. In the Factor Analysis dialogue box, click Continue and OK.

Data Screening

During the data screening procedure, we examine the descriptive statistics and correlation matrix to determine if the relationship between variables satisfies the assumptions required to conduct a factor analysis.

Low Correlations

The first step is to examine the correlation matrix (refer to output) between variables (items) to examine how well they relate to one another. If we find that there are variables that do not correlate well with any other variables (or very few) then we should consider excluding these variables before the factor analysis is conducted. We would like to see our correlation coefficients exceed .30. 

Multicollinearity (Singularity)

The opposite problem of low correlations is variable that correlate too highly. It is important to avoid extreme multicollinearity (i.e. variable that are very highly correlated) or singularity (variables that are perfectly correlated). As with regression, singularity causes problems in factor analysis because it becomes impossible to determine the unique contribution of a variable that is highly correlated with another variable. 

Bottom Line for Treating Collinearity
At this early stage we look to eliminate any variables that show no relationship (do not correlate) with any other variables or that correlate too highly with other variables (i.e. r > .90).

Evaluating Variables and Examining Singularity

To evaluate the issues of low correlations and Singularity refer to the Correlation Matrix in addition to KMO (Kaiser-Meyer-Olkin) and Barlett’s Test of Sphericity sections of the SPSS output.

1. Examine the correlations between variables

2. Notice a Determinant value is listed at the bottom of the correlation matrix. The value for the determinant is an important test for multicollinearity or singularity. The determinant of the correlation matrix should be greater than .00001. If the Determinant value is less than this value, it would be important to attempt to identify pairs of variables where r > .8 and consider eliminating them from the analysis.
3. The Barlett’s test is designed to determine if the correlation matrix is an identity matrix (where all correlation coefficients are 0). A significant value (less than .05) indicates that the data do not produce an identity matrix indicating there are adequate relationships between variables to conduct the factor analysis. Results from this test also indicate that the correlations among variables overall are not so strong suggesting multicollinearity.
4. The KMO test is a measure of whether the distribution of values based on the sample is adequate for conducting a factor analysis. This test indicates the amount of overlap or shared variance between pairs of variables (remember we are trying to identify items that are related but yet provide unique information to the factors we are attempting to identify). Values should be greater than .5. 
Factor Extraction
Refer to the output entitled “Communalities”. Communalities are estimates of shared or common variance among the variables after extraction has taken place. Communalities for each variable can also be interpreted as the squared multiple correlation (R2) of the variable predicted from the combination of extracted factors. The goal of factor analysis is to identify groups of variables (items in this case) that are related to one another and derive a description of the underlying traits that best represent the data structure. 
Refer to the SPSS output table entitled “Total Variance Explained” from the SPSS output: The underlying objective in principal component analysis is to obtain uncorrelated linear combinations of the original variables that account for as much of the total variance in the original variables as possible. These uncorrelated linear combinations are referred to as linear components. The first principal component is the linear combination of variables that accounts for the maximum amount of variance. The analysis then proceeds to find the second linear combination - uncorrelated with the first linear combination – that accounts for the next largest amount of variance (after that which has been attributed to the first component has been removed). This process continues until all variance accounted for is represented by principal components or factors.

The total amount of variance for a component or factor is represented as an Eigenvalue. The eigenvalue for the first component is 3.730 and accounts for 16.219% of the variability or variance of the total data structure .Components or factors with eigenvalues of “1” or greater are considered to contribute significantly to the data structure. SPSS by default extracts only components or factors with eigenvalues of “1” or greater. 

· In the case of factor analysis we would like to explain at least 60-70% of the variance in the data structure by the factors that are extracted. How much total variance in the data structure is explained by this example (refer to your “Total Variance Explained” table).

Criteria for Number of Factors to Extract

1. Eigenvalue – Eigenvalue – The portion of the total variance of a correlation matrix that is explained by a linear combination of items in a factor.

Components with eigenvalues greater than 1 should be retained. This criteria is reliable when the number of variables is < 30 and the communalities are > .70, or the number of individuals is > 250 and the mean communality for all variables 
is > .60
2. 
Variance – Retain components that account for at least 70% of the total 
variability.

3.
Scree plot – Retain all components with the sharp descent, before 
eigenvalues level off.

4.
Consider the residuals provided by the reproduced correlation matrix – That is 
consider the residuals or difference between the actual correlations 
and reproduced 
correlations that stem from the factor analysis model based 
on the data analyzed. When 
considering the “Reproduced Correlation Matrix” retain the components generated by 
the model if only a few residuals (the difference between the empirical and reproduced 
correlations represented in the lower portion of the “Reproduced Correlation Matrix” 
output) exceed a difference of .05 between actual correlations and reproduced
correlations. If several reproduced correlations differ, you may want to include more 
components.


A condition of the data of concern is when more that 50% of reproduced and actual 
correlations differ by more than .05 

Rotation of Factors

An important analysis for interpreting factors is factor rotation. Rotation is the process by which a factor solution is made more interpretable without altering the underlying mathematical structure. The reference axes of factors are turned about their origin until the axes of each factor are better aligned with the variables they represent.

Orthogonal Rotation methods such as Varimax, Equamax, and Quartimax are rotation methods designed to identify factors that are independent of one another. The whole notion of factor analysis is to identify groups of variables that can explain independent underlying traits in the data structure. 

However, there may be cases where for theoretical reasons (based on research and hypotheses) that factors may be related to one another. When this is the case Oblique rotation methods would be used. In SPSS, Direct Oblim and Promax are the oblique rotation methods available.

Refer to the “Total Variance Explained” Table of SPSS. Notice that as a result of rotation the percentage of variance in the data explained by each factor changes. This is because the factors have been rotated to better represent the proportion of variance that they are responsible for explaining when considering all the variables collectively.
Rotated Component (Factor) Matrix

The Rotated Component (Factor) Matrix table in SPSS provides the Factor Loadings for each variable (in this case item) for each factor. A Factor Loading is the Pearson correlation (r) coefficient between the original variable with a factor. For example, if we consider question 6, we can see that it “loads on” or correlates .800 with Component 1 (Factor 1), -.010 with Component 2 (Factor 2) and .097 with Component 3 (Factor 3) and -.072 with Component 4 (Factor4). So, which factor does Question 6 load heaviest on? 

· A factor loading of + .50 or greater is consider practically significant with a sample size of approximately 100. Of course the larger the sample size the smaller the loadings need to be for practical significance. 

We will continue to identify which items are highly correlated with factors and attempt to find the patterns of items which represent factors. The next step, is to examine the items to determine if they represent some type of attribute or trait that can be use to name the factor. In our example, four factors have emerged. Questions 6, 18, 13, 7, 14, 10, and 15 load on Factor 1. Questions 20, 21, 3, 12, 4, 16, 1, 5 load on Factor 2. Questions 8, 17, 11 load on Factor 3 and Questions 9, 22, 23, 2, and 19 load on Factor 4. 

It appears that Factor I (questions 6, 18, 13, 7, 14, 10, and 15) would be indicative of perceptions of students toward “Computer Use”. Factor 2 comprised of 20, 21, 3, 12, 4, 16, 1, 5 seem to be related to fear or stress related to statistical concepts and could be named “Fear of Statistics”. Questions 8, 17, 11 load on Factor 3 and appear to be related to students self-perceptions of their mathematical skills and could be named “Mathematics Self-Concept”. The fourth and final factor composed of questions 9, 22, 23, 2, and 19 seem to be related to student perceptions of the use of SPSS and could be labeled “SPSS Self-Concept”.
Factor Scores

The purpose of factor analysis is to reduce a large set of data into a smaller subset of measurement variables. The factor scores tell us an individual’s score on this subset of measures. Therefore, any further analysis can be done using factor scores rather than the original data. Secondly, factor scores may be appropriate to use for Multiple Regression analysis because they are produced from uncorrelated factors. Thus these scores reduce or eliminate multicollinearity that can cause problems with multiple regression analysis.
Statistics Anxiety Questionnaire*

By Andy Field

Please answer the following questions

SD = Strongly Disagree; D = Disagree; N = neither; A = Agree; SA = Strongly Agree









SD
D
N
A
SA

1. Statistics make me cry



___
___
___
___
___

2. My friends will think I am stupid for not 


being able to cope with SPSS.


___
___
___
___
___

3. Standard deviations excite me.


___
___
___
___
___

4. I dream that Pearson is attacking me with 


correlation coefficients.



___
___
___
___
___

5. I don’t understand statistics.


___
___
___
___
___

6. I have little experience with computers.

___
___
___
___
___

7. All computers hate me.



___
___
___
___
___

8. I have never been good a mathematics.

___
___
___
___
___

9. My friends are better at statistics than me.
___
___
___
___
___

10. Computers are useful for only playing games.
___
___
___
___
___

11. I did badly at mathematics at school.

___
___
___
___
___


12. People try to tell you that SPSS makes 


Statistics easier to understand but it doesn’t.
___
___
___
___
___

13. I worry that I will cause irreparable damage 


Because of my incompetence with computers.
___
___
___
___
___

14. Computers have minds of their own and 


Deliberately go wrong whenever I use them.
___
___
___
___
___

15. Computers are out to get me.


___
___
___
___
___

SPSS Anxiety Scale (continued)









SD
D
N
A
SA

16. I weep openly at the mention of central


 tendency.





___
___
___
___
___


      17. I slip into a coma whenever I see an equation
___
___
___
___
___

18.
SPSS always crashes when I try to use it.

___
___
___
___
___

19. Everybody looks at me when I use SPSS.

___
___
___
___
___

20. I can’t sleep for thoughts of eigenvectors.

___
___
___
___
___

21. I wake up under my duvet thinking that I am


 trapped under a normal distribution.

___
___
___
___
___

22. My friends are better at SPSS than I am.

___
___
___
___
___

23. If I am good at statistics people will think I 
___
___
___
___
___


am a nerd.

*Field, A. (2000). Discovering statistics using SPSS for windows. Sage: Newbury Park, 
CA.
1. s so that I could work to solve problems

