Science faculty’s subtle gender biases favor male students
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Despite efforts to recruit and retain more women, a stark gender disparity persists within academic science. Abundant research has demonstrated gender bias in many demographic groups, but has yet to experimentally investigate whether science faculty exhibit a bias against female students that could contribute to the gender disparity in academic science. In a randomized double-blind study (n = 127), science faculty from research-intensive universities rated the application materials of a student—who was randomly assigned either a male or female name—for a laboratory manager position. Faculty participants rated the male applicant as significantly more competent and hirable than the (identical) female applicant. These participants also selected a higher starting salary and offered more career mentoring to the male applicant. The gender of the faculty participants did not affect responses, such that female and male faculty were equally likely to exhibit bias against the female student. Mediation analyses indicated that the female student was less likely to be hired because she was viewed as less competent. We also assessed faculty participants’ preexisting subtle bias against women using a standard instrument and found that preexisting subtle bias against women played a moderating role, such that subtle bias against women was associated with less support for the female student, but was unrelated to reactions to the male student. These results suggest that interventions addressing faculty gender bias might advance the goal of increasing the participation of women in science.
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bias because they have been rigorously trained to be objective. On the other hand, research demonstrates that people who value their objectivity and fairness are paradoxically particularly likely to fall prey to biases, in part because they are not on guard against subtle bias (24, 25). Thus, by investigating whether science faculty exhibit a bias that could contribute to the gender disparity within the fields of science, technology, engineering, and mathematics (in which objectivity is emphasized), the current study addressed critical theoretical and practical gaps in that it provided an experimental test of faculty discrimination against female students within academic science.

A number of lines of research suggest that such discrimination is likely. Science is robustly male gender-typed (26, 27), resources are inequitably distributed among men and women in many academic science settings (28), some undergraduate women perceive unequal treatment of the genders within science fields (29), and nonexperimental evidence suggests that gender bias is present in other fields (19). Some experimental evidence suggests that even though evaluators report liking women more than men (15), they judge women as less competent than men even when they have identical backgrounds (20). However, these studies used undergraduate students as participants (rather than experienced faculty members), and focused on performance domains outside of academic science, such as completing perceptual tasks (21), writing nonscience articles (22), and being evaluated for a corporate managerial position (23).

Thus, whether aspiring women scientists encounter discrimination from faculty members remains unknown. The formative predoctoral years are a critical window, because students’ experiences at this juncture shape both their beliefs about their own abilities and subsequent persistence in science (30, 31). Therefore, we selected this career stage as the focus of the present study because it represents an opportunity to address issues that manifest immediately and also resurface much later, potentially contributing to the persistent faculty gender disparity (32, 33).

Current Study

In addition to determining whether faculty expressed a bias against female students, we also sought to identify the processes contributing to this bias. To do so, we investigated whether faculty members’ perceptions of student competence would help to explain why they would be less likely to hire a female (relative to an identical male) student for a laboratory manager position. Additionally, we examined the role of faculty members’ preexisting subtle bias against women. We reasoned that pervasive cultural messages regarding women’s lack of competence in science could lead faculty members to hold gender-biased attitudes that might subtly affect their support for female (but not male) science students. These generalized, subtly biased attitudes toward women could impel faculty to judge equivalent students differently as a function of their gender.

The present study sought to test for differences in faculty perceptions and treatment of equally qualified men and women pursuing careers in science and, if such a bias were discovered, reveal its mechanisms and consequences within academic science. We focused on hiring for a laboratory manager position as the primary dependent variable of interest because it functions as a professional launching pad for subsequent opportunities. As secondary measures, which are related to hiring, we assessed: (i) perceived student competence; (ii) salary offers, which reflect the extent to which a student is valued for these competitive positions; and (iii) the extent to which the student was viewed as deserving of faculty mentoring.

Our hypotheses were that: Science faculty’s perceptions and treatment of students would reveal a gender bias favoring male students in perceptions of competence and hireability, salary conferral, and willingness to mentor (hypothesis A); Faculty gender would not influence this gender bias (hypothesis B); Hiring discrimination against the female student would be mediated (i.e., explained) by faculty perceptions that a female student is less competent than an identical male student (hypothesis C); and Participants’ preexisting subtle bias against women would moderate (i.e., impact) results, such that subtle bias against women would be negatively related to evaluations of the female student, but unrelated to evaluations of the male student (hypothesis D).

Results

A broad, nationwide sample of biology, chemistry, and physics professors (n = 127) evaluated the application materials of an undergraduate science student who had ostensibly applied for a science laboratory manager position. All participants received the same materials, which were randomly assigned either the name of a male (n = 63) or a female (n = 64) student; student gender was thus the only variable that differed between conditions. Using previously validated scales, participants rated the student’s competence and hireability, as well as the amount of salary and amount of mentoring they would offer the student. Faculty participants believed that their feedback would be shared with the student they had rated (see Materials and Methods for details).

Student Gender Differences. The competence, hireability, salary conferral, and mentoring scales were each submitted to a two (student gender; male, female) x two (faculty gender; male, female) between-subjects ANOVA. In each case, the effect of student gender was significant (all P < 0.01), whereas the effect of faculty participant gender and their interaction was not (all P > 0.19). Tests of simple effects (all d > 0.60) indicated that faculty participants viewed the female student as less competent [t(125) = 3.89, P < 0.001] and less hireable [t(125) = 4.22, P < 0.001] than the identical male student (Fig. 1 and Table 1). Faculty participants also offered less career mentoring to the female student than to the male student [t(125) = 3.77, P < 0.001]. The mean starting salary offered the female student, $26,507.94, was significantly lower than that of $30,238.10 to the male student [t(124) = 3.42, P < 0.01] (Fig. 2). These results support hypothesis A.

In support of hypothesis B, faculty gender did not affect bias (Table 1). Tests of simple effects (all d < 0.33) indicated that female faculty participants did not rate the female student as more competent [t(62) = 0.06, P = 0.95] or hireable [t(62) = 0.41, P = 0.69] than did male faculty. Female faculty also did not offer more mentoring [t(62) = 0.29, P = 0.77] or a higher salary [t(61) = 1.14, P = 0.26] to the female student than did their male counterparts.

![Fig. 1. Competence, hireability, and mentoring by student gender condition.](image)

Fig. 1. Competence, hireability, and mentoring by student gender condition (collapsed across faculty gender). All student gender differences are significant (P < 0.001). Scales range from 1 to 7, with higher numbers reflecting a greater extent of each variable. Error bars represent SEs. Nmale student condition = 63, Nfemale student condition = 64.
appears pervasive among faculty and is not limited to a certain and tenure status had no effect (all d = 0.50, and 0.86, respectively (51). Scale for competence, hireability, and mentoring range from 1 to 7, with higher numbers reflecting a greater extent of each variable. The scale for salary conferral ranges from $15,000 to $50,000. Means with different subscripts within each row differ significantly (P < 0.05). Effect sizes (Cohen’s d) represent target student gender differences (no faculty gender differences were significant, all P > 0.14). Positive effect sizes favor male students. Conventional small, medium, and large effect sizes for d are 0.20, 0.50, and 0.80, respectively (51). nMale student condition = 63, nFemale student condition = 64. **P < 0.001.

### Table 1. Means for student competence, hireability, mentoring and salary conferral by student gender condition and faculty gender

<table>
<thead>
<tr>
<th>Variable</th>
<th>Male target student</th>
<th>Female target student</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male faculty</td>
<td>Female faculty</td>
</tr>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Competence</td>
<td>4.01 (0.92)</td>
<td>4.10 (1.19)</td>
</tr>
<tr>
<td>Hireability</td>
<td>3.74 (1.24)</td>
<td>3.92 (1.27)</td>
</tr>
<tr>
<td>Mentoring</td>
<td>4.73 (1.11)</td>
<td>4.73 (1.31)</td>
</tr>
<tr>
<td>Salary</td>
<td>30,520.83 (5,764.86)</td>
<td>29,333.33 (4,952.15)</td>
</tr>
</tbody>
</table>

Scales for competence, hireability, and mentoring range from 1 to 7, with higher numbers reflecting a greater extent of each variable. The scale for salary conferral ranges from $15,000 to $50,000. Means with different subscripts within each row differ significantly (P < 0.05). Effect sizes (Cohen’s d) represent target student gender differences (no faculty gender differences were significant, all P > 0.14). Positive effect sizes favor male students. Conventional small, medium, and large effect sizes for d are 0.20, 0.50, and 0.80, respectively (51). nMale student condition = 63, nFemale student condition = 64. **P < 0.001.

### Mediation and Moderation Analyses

Thus far, we have considered the results for competence, hireability, salary conferral, and mentoring separately to demonstrate the converging results across these individual measures. However, composite indices of measures that converge on an underlying construct are more statistically reliable, stable, and resistant to error than are each of the individual items (e.g., refs. 34 and 35). Consistent with this logic, the established approach to measuring the broad concept of target competence typically used in this type of gender bias research is to standardize and average the competence scale items and the salary conferral variable to create one composite competence index, and to use this stable convergent measure for all analyses (e.g., refs. 36 and 37). Because this approach obscures mean salary differences between targets, we chose to present salary as a distinct dependent variable up to this point, to enable a direct test of the potential discrepancy in salary offered to the male and female student targets. However, to rigorously examine the processes underscoring faculty gender bias, we reverted to standard practices at this point by averaging the standardized salary variable with the competence scale items to create a robust composite competence variable (α = 0.86). This composite competence variable was used in all subsequent mediation and moderation analyses.

Evidence emerged for hypothesis C, the predicted mediation (i.e., causal path; see SI Materials and Methods: Additional Analyses for more information on mediation and the results of additional mediation analyses). The initially significant impact of student gender on hireability (β = −0.35, P < 0.001) was reduced in magnitude and dropped to nonsignificance (β = −0.10, P = 0.13) after accounting for the impact of student composite competence (which was a strong predictor, β = 0.69, P < 0.001), Sobel’s Z = 3.94, P < 0.001 (Fig. 3). This pattern of results provides evidence for full mediation, indicating that the female student was less likely to be hired than the identical male because she was viewed as less competent overall.

We also conducted moderation analysis (i.e., testing for factors that could amplify or attenuate the demonstrated effect) to determine the impact of faculty participants’ preexisting subtle bias against women on faculty participants’ perceptions and treatment of male and female science students (see SI Materials and Methods: Additional Analyses for more information on and the results of additional moderation analyses). For this purpose, we administered the Modern Sexism Scale (38), a well-validated instrument frequently used for this purpose (SI Materials and Methods). Consistent with our intentions, this scale measures unintentional negativity toward women, as contrasted with a more blatant form of conscious hostility toward women.

Results of multiple regression analyses indicated that participants’ preexisting subtle bias against women significantly interacted with student gender to predict perceptions of student composite competence (β = −0.39, P < 0.01), hireability (β = −0.31, P < 0.05), and mentoring (β = −0.55, P < 0.001). To interpret these significant interactions, we examined the simple effects separately by student gender. Results revealed that the more preexisting subtle bias participants exhibited against women, the less composite competence (β = −0.36, P < 0.01) and hireability (β = −0.39, P < 0.01) they perceived in the female student, and the less mentoring (β = −0.53, P < 0.001) they were willing to offer her. In contrast, faculty participants’ levels of preexisting subtle bias against women were unrelated to the perceptions of the male student’s composite competence (β = 0.16, P = 0.22) and hireability (β = 0.07, P = 0.59), and the amount of mentoring (β = 0.22, P = 0.09) they were willing to offer him. [Although this effect is marginally significant, its direction suggests that faculty participants’ preexisting subtle bias against women may actually have made them more inclined to mentor the male student relative to the female student (although this effect should be interpreted with caution because of its marginal significance).] Thus, it appears that faculty participants’ preexisting subtle gender bias undermined support for the female student but was unrelated to perceptions and treatment of the male student. These findings support hypothesis D.

![Fig. 2. Salary conferral by student gender condition (collapsed across faculty gender). The student gender difference is significant (P < 0.01). The scale ranges from $15,000 to $50,000. Error bars represent SEs. nMale student condition = 63, nFemale student condition = 64.](image-url)
Finally, using a previously validated scale, we also measured how much faculty participants liked the student (see SI Materials and Methods). In keeping with a large body of literature (15), faculty participants reported liking the female (mean = 4.35, SD = 0.93) more than the male student [mean = 3.91, SD = 0.90], t(125) = −2.44, P < 0.05]. However, consistent with this previous literature, liking the female student more than the male student did not translate into positive perceptions of her composite competence or material outcomes in the form of a job offer, an equitable salary, or valuable career mentoring. Moreover, only composite competence (and not likeability) helped to explain why the female student was less likely to be hired; in mediation analyses, student gender condition (β = 0.48, P < 0.01) remained a strong predictor of hireability along with likeability (β = 0.60, P < 0.001). These findings underscore the point that faculty participants did not exhibit outright hostility or dislike toward female students, but were instead affected by pervasive gender stereotypes, unintentionally downgrading the competence, hireability, salary, and mentoring of a female student compared with an identical male.

Discussion

The present study is unique in investigating subtle gender bias on the part of faculty in the biological and physical sciences. It therefore informs the debate on possible causes of the gender disparity in academic science by providing unique experimental evidence that science faculty of both genders exhibit bias against female undergraduates. As a controlled experiment, it fills a critical gap in the existing literature, which consisted only of experiments in other domains (with undergraduate students as participants) and correlational data that could not conclusively rule out the influence of other variables.

Our results revealed that both male and female faculty judged a female student to be less competent and less worthy of being hired than an identical male student, and also offered her a smaller starting salary and less career mentoring. Although the differences in ratings may be perceived as modest, the effect sizes were all moderate to large (d = 0.60–0.75). Thus, the current results suggest that subtle gender bias is important to address because it could translate into large real-world disadvantages in the judgment and treatment of female science students (39). Moreover, our mediation findings shed light on the processes responsible for this bias, suggesting that the female student was less likely to be hired than the male student because she was perceived as less competent. Additionally, moderation results indicated that faculty participants’ preexisting subtle bias against women undermined their perceptions and treatment of the female (but not the male) student, further suggesting that chronic subtle biases may harm women within academic science. Use of a randomized controlled design and established practices from audit study methodology support the ecological validity and educational implications of our findings (SI Materials and Methods).

It is noteworthy that female faculty members were just as likely as their male colleagues to favor the male student. The fact that faculty members’ bias was independent of their gender, scientific discipline, age, and tenure status suggests that it is likely unintentional, generated from widespread cultural stereotypes rather than a conscious intention to harm women (17). Additionally, the fact that faculty participants reported liking the female more than the male student further underscores the point that our results likely do not reflect faculty members’ overt hostility toward women. Instead, despite expressing warmth toward emerging female scientists, faculty members of both genders appear to be affected by enduring cultural stereotypes about women’s lack of science competence that translate into biases in student evaluation and mentoring.

Our careful selection of expert participants revealed gender discrimination among existing science faculty members who interact with students on a regular basis (SI Materials and Methods: Subjects and Recruitment Strategy). This allows us to provide a high degree of ecological validity and generalizability relative to an approach using nonexpert participants, such as other undergraduates or lay people unfamiliar with laboratory manager job requirements and academic science mentoring (i.e., the participants in much psychological research on gender discrimination). The results presented here reinforce those of Steinpreis, Anders, and Ritze (40), the only other experiment we know of that recruited faculty participants. Because this previous experiment also indicated bias within academic science, its results raised serious concerns about the potential for faculty bias within the biological and physical sciences, casting further doubt on assertions (based on correlational data) that such biases do not exist (9–11). In the Steinpreis et al. experiment, psychologists were more likely to hire a psychology faculty job applicant when the applicant’s curriculum vitae was assigned a male (rather than female) name (40). This previous work invited a study that would extend the findings to faculty in the biological and physical sciences and to reactions to undergraduates, whose competence was not already fairly established by accomplishments associated with the advanced career status of the faculty target group of the previous study. By providing this unique investigation of faculty bias against female students in biological and physical sciences, the present study extends past work to a critical early career stage, and to fields where women’s underrepresentation remains stark (2–4).

Indeed, our findings raise concerns about the extent to which negative predoctoral experiences may shape women’s subsequent decisions about persistence and career specialization. Following conventions established in classic experimental studies to create enough ambiguity to leave room for potentially biased responses (20, 23), the student applicants in the present research were described as qualified to succeed in academic science (i.e., having coauthored a publication after obtaining 2 y of research experience), but not irrefutably excellent. As such, they represented a majority of aspiring scientists, and were precisely the type of students most affected by faculty judgments and mentoring (see SI Materials and Methods for more discussion). Our results raise the possibility that not only do such women encounter biased judgments of their competence and hireability, but also receive less faculty encouragement and financial rewards than identical male counterparts. Because most students depend on feedback from their environments to calibrate their own worth (41), faculty’s assessments of students’ competence likely contribute to students’ self-efficacy and goal setting as scientists.
which may influence decisions much later in their careers. Likewise, inasmuch as the advice and mentoring that students receive affect their ambitions and choices, it is significant that the faculty in this study were less inclined to mentor women than men. This finding raises the possibility that women may opt out of academic science careers in part because of diminished competence judgments, rewards, and mentoring received in the early years of the careers. In sum, the predoctoral years represent a window during which students’ experiences of faculty bias or encouragement are particularly likely to shape their persistence in academic science (30–33). Thus, the present study not only fills an important gap in the research literature, but also has critical implications for pressing social and educational issues associated with the gender disparity in science.

If women’s decisions to leave science fields when or before they reach the faculty level are influenced by unequal treatment by undergraduate advisors, then existing efforts to create more flexible work settings (42) or increase women’s identification with science (27) may not fully alleviate a critical underlying problem. Our results suggest that academic policies and mentoring interventions targeting undergraduate advisors could contribute to reducing the gender disparity. Future research should evaluate the efficacy of educating faculty and students about the existence and impact of bias within academia, an approach that has reduced racial bias among students (43). Educational efforts might address research on factors that attenuate gender bias in real-world settings, such as increasing women’s self-monitoring (44). Our results also point to the importance of establishing objective, transparent student evaluation and admissions criteria to guard against observers’ tendency to unintentionally use different standards when assessing women relative to men (45, 46). Without such actions, faculty bias against female undergraduates may continue to undermine meritocratic advancement, to the detriment of research and education.

Conclusions

The dearth of women within academic science reflects a significant wasted opportunity to benefit from the capabilities of our best potential scientists, whether male or female. Although women have begun to enter some science fields in greater numbers (5), their mere increased presence is not evidence of their persisting in academic science (34). In fact, some women may persist in academia despite the damaging effects of unintended gender bias on the part of faculty. Similarly, it is not yet possible to conclude that the preferences for other fields and lifestyle choices (9–11) that lead many women to leave academic science (even after obtaining advanced degrees) are not themselves influenced by experiences of bias, at least to some degree. To the extent that faculty gender bias impedes women’s full participation in science, it may undercut not only academic meritocracy, but also the expansion of the scientific workforce needed for the next decade’s advancement of national competitiveness (1).

Materials and Methods

Participants. We recruited faculty participants from Biology, Chemistry, and Physics departments at three public and three private large, geographically diverse research-intensive universities in the United States, strategically selected for their representative characteristics (see SI Materials and Methods for more information on department selection). The demographics of the 127 respondents corresponded to both the averages for the selected departments and faculty at all United States research-intensive institutions, meeting the criteria for generalizability even from nonrandom samples (see SI Materials and Methods for more information on recruitment strategy and participant characteristics). Indeed, we were particularly careful to obtain a sample representative of the underlying population, because many past studies have demonstrated that when this is the case, respondents and nonrespondents typically do not differ on demographic characteristics and responses to focal variables (47).

Additionally, in keeping with recommended practices, we conducted an a priori power analysis before beginning data collection to determine the optimal sample size needed to detect effects without biasing results toward obtaining significance (SI Materials and Methods: Subjects and Recruitment Strategy) (48). Thus, although our sample size may appear small to some readers, it is important to note that we obtained the necessary power and representativeness to generalize from our results while purposefully avoiding an unnecessarily large sample that could have biased our results toward a false-positive type I error (48).

Procedure. Participants were asked to provide feedback on the materials of an undergraduate science student who stated their intention to go on to graduate school, and who applied for the science laboratory manager position. Of importance, participants believed they were evaluating a real student who would subsequently receive the faculty participants’ ratings as feedback to help their career development (see SI Materials and Methods for more information, and Fig. S1 for the full text of the cover story). Thus, the faculty participants’ ratings were associated with definite consequences.

Following established practices, the laboratory manager application was designed to reflect high but slightly ambiguous competence, allowing for variability in participant responses (20, 23). In addition, a promising but still-nascent applicant is precisely the type of student whose persistence in academic science is most likely to be affected by faculty support or discouragement (30–33), rendering faculty reactions to such a student of particular interest for the present purposes. The materials were developed in consultation with a panel of academic science researchers (who had extensive experience hiring and supervising student research assistants) to ensure that they would be perceived as realistic (SI Materials and Methods). Results of a funneled debriefing (49) indicated that this was successful; no participant reported suspicions that the target was not an actual student who would receive their evaluation.

Participants were randomly assigned to one of two student gender conditions: application materials were attributed to either a male student (John, n = 63), or a female student (Jennifer, n = 64), two names that have been pretested as equivalent in likability and recognizability (50). Thus, each participant saw only one set of materials, from either the male or female applicant (see Fig. S2 for the full text of the laboratory manager application and SI Method and Materials for more information on all materials). Because all other information was held constant between conditions, any differences in participants’ responses are attributable to the gender of the student.

Using validated scales, participants rated student competence, their own likelihood of hiring the student, selected an annual starting salary for the student, indicated how much career mentoring they would provide to such a student, and completed the Modern Sexism Scale.
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Now Hiring! Empirically Testing a Three-Step Intervention to Increase Faculty Gender Diversity in STEM
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Workforce homogeneity limits creativity, discovery, and job satisfaction; nonetheless, the vast majority of university faculty in science, technology, engineering, and mathematics (STEM) fields are men. We conducted a randomized and controlled three-step faculty search intervention based in self-determination theory aimed at increasing the number of women faculty in STEM at one US university where increasing diversity had historically proved elusive. Results show that the numbers of women candidates considered for and offered tenure-track positions were significantly higher in the intervention groups compared with those in controls. Searches in the intervention were 6.3 times more likely to make an offer to a woman candidate, and women who were made an offer were 5.8 times more likely to accept the offer from an intervention search. Although the focus was on increasing women faculty within STEM, the intervention can be adapted to other scientific and academic communities to advance diversity along any dimension.
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A homogenous university faculty limits student and faculty creativity, discovery, and satisfaction (Page 2007, Apfelbaum et al. 2014), whereas diversity in science furthers social justice, expands workforce talent, and increases objectivity (Intemann 2009). However, university faculty are largely homogenous on the salient dimension of gender, because the majority of faculty at all ranks worldwide are men, especially within science, technology, engineering, and mathematics (STEM) fields (NSB 2012, European Commission 2013). For example, 68% to 89% of all academic grade C to grade A STEM personnel in the EU are men, and 81% of tenure-track STEM faculty at US public and land grant universities are men (European Commission 2013, Oklahoma State University 2013). Therefore, increasing gender diversity among STEM faculty is one straightforward way to enhance science education and scientific research innovation.

What is less straightforward are the reasons why STEM fields are male dominated and what can be done to enhance diversity. There is a tendency to blame “the pipeline” because few women candidates populate STEM-faculty search pools. It is true that fewer and fewer women advance at every transition point from secondary school to college to graduate study such that proportionally fewer women are qualified for STEM faculty positions than men (McCook 2011, NSB 2012). However, social psychological factors, such as implicit gender biases among university faculty and administrators that favor men in STEM, may inadvertently perpetuate homogeneity (Moss-Racusin et al. 2012, Shen 2013). Fortunately, educational programs could potentially actively counter this bias. What is more, search committees typically do not understand how to recruit and attract diverse candidates. For example, many assume that the competition for diverse candidates is fierce among institutions and therefore do not undertake efforts to broaden the pool of applicants. This scenario is consistent with social-judgment biases such as the false-consensus effect (Ross 1977), which occurs when people overestimate the extent to which others believe as they do. As a case in point, only 29% of white women who had won prestigious fellowships in the United States (Ford, Mellon, or Spencer fellows) received multiple tenure-track job offers for positions they desired; the majority of these women (71%) did not receive multiple offers or had limited choices among less than ideal offers (Smith DG et al. 1996). Acquiescence that universities cannot diversify their faculty is a form of system justification that ultimately maintains the homogenous status quo (Jost et al. 2004). Offering search committees concrete best-practice techniques to address these psychological considerations could potentially enhance diversity. Finally, search committees must understand that partner accommodations and other work–life integration
issues are central to recruiting women, because 83% of women scientists in academia have partners also in academic science (Schiebinger et al. 2008, Moors et al. 2014).

We designed an intervention to overcome these challenges. As Timothy Wilson noted in his 2006 Science article on the power of social psychological interventions, “Brief theory-based interventions that focus on people’s construals can reap large benefits” (Wilson 2006). Intervening in the faculty search process is therefore one potential way to enhance the representation of women STEM faculty at an institution. Past intervention efforts to enhance gender diversity in academia focused mostly on the pipeline issue by supporting women students to perform well in, pursue, and persist in STEM.

We designed and empirically tested an intervention guided by the tenets of self-determination theory (Deci and Ryan 2000) aimed at enhancing the recruitment processes for multiple and varied STEM-faculty search committees.

Self-determination theory (Deci and Ryan 1985, 2000) proposes that creativity, motivation, and performance thrive when three particular psychological needs are satisfied: to engage in opportunities for learning and mastery (competency), to have flexibility and control over processes and outcomes (autonomy), and to make meaningful connections with others (relatedness). Informed by this theory, we designed a three-step faculty search intervention to supplement the mandatory human resources (HR) training that would (1) enhance the competency of the search committee by delivering concrete strategies for conducting a broad applicant search in the form of a printed “faculty search toolkit,” (2) enhance the autonomy of the search committee by showing them how to gain better control over possible unintentional biases in their decisionmaking through a 30-minute oral presentation by a faculty member on the role of implicit gender bias in skewing the candidate-screening and interview processes, and (3) enhance the relatedness of the search process more generally by both connecting the search committee with a peer faculty member who was supportive during the entire search process and by specifically connecting job finalists with a faculty “family advocate” totally independent from the search for a confidential 15-minute conversation. The faculty family advocate meetings were designed to meet all Equal Employment Opportunity rules by including all finalists, providing an overview of policies and practices without inquiring directly about a candidate’s marital or family status, and maintaining the confidentiality of any information shared through the discussion of work–life related questions. Family-advocate conversations were in no way communicated to the search committee nor had any bearing on the hiring decision.

The search committees in the no-intervention (status-quo) condition received only the mandatory HR training. This brief in-person training was conducted by an assigned staff member from HR. The HR staff person provided a packet of handouts that outlined compliance issues (e.g., must have at least two people on every phone reference check) and procedure issues (e.g., how to submit paperwork for the web-posting of the vacancy advertisement). The HR training did include a brief overview of antidiscrimination law, including a handout with a list of protected classes and a list of questions committees were not allowed to ask. The emphasis on this part of the HR training was on avoiding discrimination lawsuits by treating everyone equally, akin to the colorblind or gender-blind notion that gender or race “should not and does not matter” (Neville et al. 2000, p. 60), which is limited (Bagenstos 2006) and may lead, however inadvertently, to greater bias (Richeson and Nussbaum 2004). More details on the intervention and no-intervention conditions, including the family advocate, are outlined in the supplemental method S1 section; materials and facilitator guides are also freely available at www.montana.edu/nsfadvance/resources.html.

Our hypothesis was that search committees randomly assigned to the intervention, compared with the no-intervention, as-usual search procedures, would have an increased number of women candidates considered for and offered tenure-track positions in STEM.

Methodology

Our experiment took place across a broad discipline of 23 STEM-faculty searches during one academic year at Montana State University (MSU), a Carnegie Foundation–ranked Very High Research Activity (VHR) university in the United States (see methods S1 for more details). At the time, the 235 STEM faculty at MSU were largely homogenous (81% men), making this a representative context that mirrored national faculty gender statistics (Oklahoma State University 2013) in which to test our intervention. Moreover, the rural setting of the university, its low salaries (lowest among the 102 VHR ranked universities; Curtis and Thornton 2014), and the lack of a medical school also posed recruitment challenges, allowing for a strong test of the intervention. Our research is the first to use STEM faculty as participants in a hypothesis-testing study on diversity faculty hiring.

Search committee chairs were identified and invited via email by a faculty peer to voluntarily participate in a supplemental training to coincide, if possible, with the mandatory human resource–search committee training, which all committees received (see supplemental methods and discussion S1). None refused to participate. The selection of a faculty peer to contact search committee chairs and to present the intervention material were intentional to increase participation (see discussion S1). Presenting material to each search committee separately ensured a small group setting meant to enhance engagement with the presentation.
The three-step intervention was successful. Among searches in the intervention condition, more applicants overall were short-listed and phone-interviewed (mean (M) = 9.5, standard error (SE) = 1.5) compared with those in the no-intervention condition (M = 4.7, SE = 1.3; Cohen’s d = 0.99, t(21) = 2.26, p < .05). Importantly, searches in the intervention condition phone-interviewed a significantly greater percentage of women applicants (M_women = 40.5%, SE = 7.4%) compared with searches in the no-intervention condition (M_women = 14.2%, SE = 5.4%; d = 1.16, t(21) = 2.57, p < .02; figure 1), illustrating a large improvement in the representation of women on the short lists. Given that travel funding limits the number of finalists brought to campus for interviews in each search, no difference existed in the mean numbers of finalists brought to campus for interviews between searches in the intervention (M = 6.1, SE = 1.4) and no-intervention (M = 3.6, SE = 0.5; p > .05) groups. However, women made up a significantly greater percentage of on-campus interviewees for searches in the intervention group (M_women = 40.3%, SE = 6.9%) than in the no-intervention group (M_women = 18.2%, SE = 7.3%; d = 0.92, t(21) = 2.12, p < .05), illustrating a large difference in the inclusion of women as finalists. Importantly, we ruled out alternative explanations and confirmed the effectiveness of our random assignment (see supplemental results and table S1).

Furthermore, 11 women were extended offers for tenure-track faculty positions—nine in the intervention condition and two in the no-intervention condition. Odds ratio statistics showed that a search in the intervention condition was 6.3 times more likely to make an offer to a woman candidate than a search in the no-intervention condition (d = 0.93; see figure 1). Moreover, women offered jobs were 5.8 times more likely to accept the offer from an intervention search (n = 7 accepted) than from a no-intervention search (n = 1 accepted; d = 0.80). The three-step intervention effectively increased the number of women hired as incoming STEM faculty at MSU. Subsequent application of our intervention to all STEM searches has continued this trend, with women representing precisely 50% of all STEM faculty hires with start dates in 2013–2014 academic year (n = 10 men and 10 women) and start dates in 2014–2015 academic year (n = 9 men and 9 women hired).

Conclusions
We tested a theory-derived three-step intervention that involved (1) a short presentation to search committees about overcoming the influence of unintentional (i.e., implicit) bias during the review process, (2) arming search committees with a guidebook on tactics for recruiting diverse candidates, and (3) providing access to a faculty family advocate who was unaffiliated with the search to confidentially discuss any work–life integration issues deemed appropriate by the candidates. The intervention measurably increased gender diversity among STEM faculty. Although the focus here was on increasing women faculty within STEM, the intervention can be adapted to other scientific and academic communities to advance diversity along any dimension.

Some pushback was experienced, as we expected, and a small number of male and female faculty expressed concerns that paying attention to gender diversity in STEM while conducting a faculty search was “lowering standards to fulfill a quota” (a sentiment that perfectly exemplifies gender bias). Indeed, a good next step would be to examine how faculty experience the intervention process itself (Moss-Racusin et al. 2014) versus the outcomes of the intervention as we reported here. For example, some faculty may believe that a focus on gender diversity is a form of reverse discrimination or that such a focus implies women are less competent and unable to make it on their own merits (Etzkowitz et al. 1994, Norton and Sommers 2011). Such mental frameworks probably have important ramifications for how people experience self-determination within what is perceived as a potentially threatening, high-stakes situation. Pushback notwithstanding, our brief three-step faculty search intervention was successful. We show that organizations can benefit from using psychological science to inform precise interventions. Although our data does not build on self-determination theory, it was inspired by and supports self-determination theory. Systematically testing theory through application can potentially contribute to theory-building in the future (e.g., Wilson 2006, Walton 2014). For example, future research could test which psychological need (competence, autonomy, or relatedness) was most essential to the success of the intervention and/or reveal the level at which it is important to foster psychological-need support, whether to the entire group (i.e., the search committee) or to an influential leader of the group (i.e., the search chair).

Figure 1. Mean percentages of women interviewed at two points in the science, technology, engineering, and mathematics (STEM) faculty search process and simple percentages of tenure-track job offers extended to and accepted by women, by intervention group. The error bars represent the standard error.
Worldwide, STEM funding agencies are investing heavily in diversifying the scientific workforce. As just two examples, the US National Science Foundation NSF ADVANCE- Institutional Transformation program and the European Commission genSET project have spent millions to bring about equality for women working in STEM. Our findings contribute to these important efforts. After all, a diverse faculty engenders social justice and better the condition of underrepresented people working within STEM (Etzkowitz et al. 1994, Sekaquaptewa 2002). Diversity within STEM is essential for creating a thriving workplace and a learning environment replete with role models, diverse ways of thinking, and enhanced learning that elevates excellence and benefits scientific innovation, public health, and economic growth.
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Ian M. Handley, Elizabeth R. Brown, Corinne A. Moss-Racusin, and Jessi L. Smith

*Department of Psychology, Montana State University, Bozeman, MT 59717-3440; bDepartment of Psychology, University of North Florida, Jacksonville, Fl 32224; and cDepartment of Psychology, Skidmore College, Saratoga Springs, NY 12866

Edited by Susan T. Fiske, Princeton University, Princeton, NJ, and approved September 16, 2015 (received for review May 31, 2015)

Scientists are trained to evaluate and interpret evidence without bias or subjectivity. Thus, growing evidence revealing a gender bias against women—or favoring men—within science, technology, engineering, and mathematics (STEM) settings is provocative and raises questions about the extent to which gender bias may contribute to women’s underrepresentation within STEM fields. To the extent that research illustrating gender bias in STEM is viewed as convincing, the culture of science can begin to address the bias. However, are men and women equally receptive to this type of experimental evidence? This question was tested with three randomized, double-blind experiments—two involving samples from the general public (n = 205 and 303, respectively) and one involving a sample of university STEM and non-STEM faculty (n = 205). In all experiments, participants read an actual journal abstract reporting gender bias in a STEM context (or an altered abstract reporting no gender bias in experiment 3) and evaluated the overall quality of the research. Results across experiments showed that men evaluate the gender-bias research less favorably than women, and, of concern, this gender difference was especially prominent among STEM faculty (experiment 2). These results suggest a relative reluctance among men, especially faculty men within STEM, to accept evidence of gender biases in STEM. This finding is problematic because broadening the participation of underrepresented people in STEM, including women, necessarily requires a widespread willingness (particularly by those in the majority) to acknowledge that bias exists before transformation is possible.

Objectivity is a fundamental value in the practice of science and is required to optimally assess one’s own research findings, others’ findings, and the merits of others’ abilities and ideas (1). For example, when scientists evaluate data collected on a potentially controversial topic (such as climate change), they strive to set aside their own belief systems and instead focus solely on the strength of the data and conclusions warranted. Similarly, when scientists evaluate a resume for a laboratory-manager position or find an application for a laboratory-manager position, either associated with a male or female name through random assignment. The results demonstrated that the science professors—regardless of their gender—evaluated the applicant more favorably if the applicant had a man’s name compared to a woman’s name. These findings mirror past results in which men and women psychology faculty participants evaluated an application from a faculty candidate with a woman’s name less favorably than the identical application with a man’s name (17). As another example, Knobloch-Westervick et al. (12) found that graduate students evaluate science-related conference abstracts more positively when attributed to a male relative to a female author, particularly in male-gender-typed science fields. These biases are frequently unintentional (18–20), exhibited even by individuals who greatly value fairness and view themselves as objective (21). Indeed, gender biases often result from unconscious processes (22, 23) or manifest so subtly that they escape notice (24).

However, despite rigorous training in the objective evaluation of information and resultant values (2), people working and learning within the science, technology, engineering, and mathematics (STEM) community are still prone to the same subtle biases that subvert objectivity and distort accurate perceptions of scientific evidence by the general public (3, 4). We focus here on the robust gender biases documented repeatedly within the psychological literature (5–7). Some within the STEM community have turned to these methods and ideas as an explanation for the consistent underrepresentation of women in STEM fields (8, 9) and the undervaluation of these women and their work. Specifically, many scientists have systemically documented and reported (including in PNAS) a gender bias against women—or favoring men—in STEM contexts (10–17), including hiring decisions for a laboratory-manager position (10) and selection for a mathematical task (11), evaluations of conference abstracts (12), research citations (13), symposia-speaker invitations (14), postdoctoral employment (15), and tenure decisions (16). For example, Moss-Racusin et al. (10) conducted an experiment in which university science professors received the same application for a laboratory-manager position, either associated with a male or female name through random assignment. The results demonstrated that the science professors—regardless of their gender—evaluated the applicant more favorably if the applicant had a man’s name compared to a woman’s name. These findings mirror past results in which men and women psychology faculty participants evaluated an application from a faculty candidate with a woman’s name less favorably than the identical application with a man’s name (17). As another example, Knobloch-Westervick et al. (12) found that graduate students evaluate science-related conference abstracts more positively when attributed to a male relative to a female author, particularly in male-gender-typed science fields. These biases are frequently unintentional (18–20), exhibited even by individuals who greatly value fairness and view themselves as objective (21). Indeed, gender biases often result from unconscious processes (22, 23) or manifest so subtly that they escape notice (24).
promoted inclusiveness as a core value in its 2014 STEM fields. For instance, the National Science Foundation (NSF) (28). For these reasons, there is a growing call for broadening the participation of women within STEM. Similarly, the National Institutes of Health called for reducing subtle biases and broadening participation in STEM fields (29) and issued at least three large new requests for proposals to help accomplish this goal (30). Indeed, there are growing numbers of research studies, calls to action, strategic plans, and even resources to systematically document, understand, and hopefully ameliorate gender biases within STEM to create a thriving, diverse, and equitable scientific community (31–34). However, are people generally (e.g., taxpayers, voters, government officials, etc.) and STEM practitioners in particular “buying” the mounting evidence of these gender biases within the STEM community? Currently, to our knowledge, there is no experimental research examining how receptive or biased various individuals within the STEM and public communities are to research demonstrating gender bias that underminds women’s participation within STEM. Thus, to address this question, our experimental research investigates potentially biased evaluations among the general public and STEM practitioners of evidence demonstrating gender bias against women favoring men within STEM fields.

Of course, to ameliorate gender bias within STEM fields, it is not sufficient to simply herald findings demonstrating that STEM practitioners exhibit these biases. Indeed, there may well be another layer of bias such that men evaluate findings such as those reported by Moss-Racusin et al. (10) and Knobloch-Westerwick et al. (12) less favorably than women. In fact, a recent (nonexperimental) analysis of naturally occurring online comments written by readers of popular press articles covering the research of Moss-Racusin et al. (10) suggests that men were more likely than women to demonstrate negative reactions to experimental evidence of gender bias (35). Further, several lines of theorizing suggest that men may evaluate such research as less meritorious than would women (24, 36–42). Among these theories, Social Identity Theory (36–38) and related perspectives (39) posit that people may perceive or perceive that their group favors and defend that perception against threat, and that people within privileged groups often seek to retain and justify their privileged status (39). Men clearly hold an advantageous position within the sciences, because they represent the vast majority of STEM university faculty at all ranks, earn higher salaries controlling for rank and related factors (43), and on average receive more federal grant funding to support their research than their comparable women colleagues (44, 45). Indeed, growing evidence reveals an often invisible advantage for men, stemming in part from inequities against women in STEM, which can threaten that advantage (10, 12, 46, 47). That is, men might find the results reported by Moss-Racusin et al. (10) threatening, because remedying the gender bias in STEM fields could translate into favoring women over men, especially if one takes a zero-sum-gain perspective (47). Therefore, relative to women, men may devalue such evidence in an unintentional implicit effort (18–20) to retain their status as the majority group in STEM fields. However, some men might perceive research that exposes gender bias in STEM as more threatening than other men. According to Social identity Theory, individuals perceive greater threat toward their group (and defend against it) when they are highly committed to that group (37, 38). Thus, men within STEM fields (e.g., physics professors) may feel more threatened by the research of Moss-Racusin et al. (10) than men within non-STEM fields (e.g., English professors), assuming they are more committed to STEM fields and men’s status therein. Thus, men overall relative to women are likely to devalue research demonstrating bias against women in STEM, but this difference may be prominent among individuals within (and committed to) STEM fields, and weaker to nonexistent among individuals within non-STEM fields.

Beyond Social Identity Theory, other frameworks could predict a difference between men’s and women’s evaluation of research demonstrating bias against women in STEM, and, in fact, this difference might result from multiple factors. For instance, the predicted gender difference may also result from a confirmation bias such that people favorably evaluate information that is consistent with their beliefs, but unfavorably evaluate information that is inconsistent with their beliefs (48). A classic empirical example of confirmation bias showed that peer-reviewers were less favorable toward an essentially identical research manuscript when it was doctored to report results inconsistent with the reviewers’ preferred theoretical viewpoint, but more favorable when it was doctored to report results consistent with the reviewers’ preferred theoretical viewpoint (49). Add to this finding that there is compelling evidence that women faculty are more likely to view gender bias as a problem within their current working academic context (40), and it is possible that women may evaluate research demonstrating a gender bias (belief consistent) more favorably than men, but evaluate research demonstrating no gender bias (belief inconsistent) less favorably than men.

Current Research
We report three experiments designed to provide, to our knowledge, the first test for gender differences in the evaluation of scientific evidence demonstrating that individuals are biased against women within STEM contexts. In each experiment, men and women participants read via an online survey instrument an actual article abstract from a peer-reviewed scientific journal, accompanied by the date and title of the publication (see Materials and Methods for more details). Participants then evaluated their agreement with the authors’ interpretation of the results, the importance of the research, and how well-written and favorable they found the quality of the abstract. These ratings were highly associated with one another and were averaged to create a measure of participants’ overall evaluation of the abstract (for further details, see SI Materials and Methods, Dependent Variables). Globally, we predicted that male relative to female participants would evaluate the abstract less favorably when the abstract reported a gender bias against women in STEM, and, in fact, that this difference would be more prominent among participants in STEM vs. non-STEM fields, to whom a gender bias in STEM is most germane (hypothesis B; experiment 2). Further, we predicted that this gender difference would manifest for abstracts that reported a gender bias in STEM, but would reverse for abstracts that reported no gender bias in STEM (hypothesis C; experiment 3).

All experiments included 2 or more factors (some for exploratory purposes in Experiments 1 and 2; see SI Materials and Methods for more details), and thus we tested all hypotheses using between-groups factorial analyses of variance. Further, we calculated Cohen’s d for each experiment to provide an index of strength for the predicted difference between men and women participants and to account for the unequal sample sizes between the genders. As per convention (50), effect sizes can range from small (d = 0.20), to medium (d = 0.50), to large (d = 0.80).

The first two experiments tested for participant-gender differences in the evaluation of the actual abstract written by Moss-Racusin et al. (10). As discussed above, Moss-Racusin et al. (10) produced experimental evidence that STEM faculty of both genders demonstrate a significant bias against an identical applicant with a female vs. male name. Although this gender bias was empirically demonstrated with a national sample, we predicted that men would be less receptive to these (and related) findings, and
women more receptive. Our first experiment involved a general sample of US adults (n = 205) recruited online through Amazon’s Mechanical Turk. Our second experiment involved a sample of professors (n = 205) from all STEM and non-STEM departments at a research-intensive university, allowing us to test whether the predicted gender difference in abstract evaluations is larger among individuals within STEM fields of study. A third experiment replicated the first two with a different abstract and is discussed in more detail below.

Results

**Experiments 1 and 2.** Results from our experiment 1 supported hypothesis A, revealing a main effect of participant gender \([F(1, 197) = 9.85, P = 0.002, \eta^2_{\text{partial}} = 0.048]\), such that men (\(M = 4.25, SD = 0.91, n = 146\)) evaluated the research less favorably than women (\(M = 4.66, SD = 0.93, n = 59\)) in a general sample. Further, this effect was of moderate size (\(d = 0.45\)).

Results from our experiment 2 also supported hypothesis A, revealing a main effect of participant gender \([F(1, 174) = 6.08, P = 0.015, \eta^2_{\text{partial}} = 0.034]\), such that male faculty evaluated the research less favorably (\(M = 4.21, SD = 1.05\)) than female faculty (\(M = 4.65, SD = 1.19, d = 0.397\) [similar to experiment 1]). Thus, overall, experiments 1 and 2 provide converging evidence from multiple participant populations that men are less receptive than women—and by the same token, that women are more receptive than men—to experimental evidence of gender bias in STEM. Importantly, results from experiment 2 further reveal that this effect was qualified by a significant interaction between participant gender and field of study \([F(1, 174) = 5.19, P = 0.024, \eta^2_{\text{partial}} = 0.03]\). This interaction supported hypothesis B, because simple-effect tests confirmed that male faculty evaluated the research less favorably (\(M = 4.02, SD = 0.988, n = 66\)) than female faculty (\(M = 4.80, SD = 1.14, n = 38\)) in STEM fields \([F(1, 174) = 11.94, P < 0.001]\), whereas male (\(M = 4.55, SD = 1.09, n = 37\)) and female (\(M = 4.54, SD = 1.23, n = 49\)) faculty reported comparable evaluations in non-STEM fields (\(F < 1\)).

Further, the effect size for the observed gender difference was large within STEM departments (\(d = 0.74\)). Looking at this interaction another way, simple-effect tests demonstrated that men evaluated the research more negatively if they were in STEM than non-STEM departments \([F(1, 174) = 4.19, P = 0.042]\), whereas the opposite trend was not statistically significant among female faculty \([F(1, 174) = 1.45, P = 0.23]\). Thus, it seems that men in STEM displayed harsher judgments of Moss-Racusin et al.’s (10) research, not that women in STEM exhibited more positive evaluations of it. The analysis revealed one other significant interaction that did not involve faculty gender (for further details, see SI Additional Analyses, Experiment 2). No other main effects or interactions reached significance (all other \(F < 2.07; P > 0.15\)). Finally, additional measures collected within a faculty survey (SI Materials and Methods, Dependent Variables) and analyses thereof provide suggestive evidence for a threat mechanism behind the effects (for the analyses and discussion, see SI Additional Analyses, Experiment 2).

**Experiment 3.** We predicted that, compared with women, men would be prone to more negative evaluations of research that demonstrates a gender bias against women (and favors men) in STEM, not just the specific research reported by Moss-Racusin et al. (10). Further, we predicted that, compared with men, women would be prone to more negative evaluations of research that demonstrates no gender bias against women in STEM. Thus, the gender effect seen in experiments 1 and 2 should replicate for a different abstract that also reports a gender bias, but reverse for an abstract that demonstrates no gender bias. Testing these predictions, we randomly assigned new participants to read either the original abstract published by Knobloch-Westerwick et al. (12) which reported a gender bias against women’s (relative to men’s) scientific conference submissions, or a version slightly altered to report no gender bias. These participants were recruited online through Amazon’s Mechanical Turk (n = 303). Results indicated only a significant interaction between participant gender and abstract version \([F(1, 299) = 4.00, P = 0.046, \eta^2_{\text{partial}} = 0.013]\) (all other \(F < 1\)). Although no simple-effect tests were significant (all \(F < 2.69, P > 0.10\)), together, these results support the overall pattern predicted by hypothesis C, such that that men evaluated the original (gender-bias exists) abstract less favorably (\(M = 3.65, SD = 1.03, n = 78\)) than did women (\(M = 3.86, SD = 1.05, n = 74\); \(d = 0.20\)), whereas men evaluated the modified (no gender-bias exists) abstract more favorably (\(M = 3.83, SD = 0.92, n = 84\)) than did women (\(M = 3.59, SD = 0.86, n = 67\); \(d = 0.27\)).

**Discussion**

There is now copious evidence that women are disadvantaged in STEM fields (51–53) and that this disadvantage may relate to gender stereotypes (11) and consequent biases against women (or favoring men) traversing the STEM pipeline (10–17). Of course, people should not passively accept such evidence, even if it appears in preeminent peer-reviewed journals (e.g., Science, PNAS, or Nature)—suggesting the quality of the research was sound. Ideally, especially within the STEM community, people should evaluate as objectively as possible the research producing such evidence, the resulting quality of the evidence, and the interpretation of that evidence.

However, the evidence from our three straightforward experiments indicates that men evaluate research that demonstrates bias against women in STEM less favorably than do women—or, that women evaluate it more favorably. Specifically, male relative to female participants (including university faculty) in experiments 1 and 2 assessed the quality of the research by Moss-Racusin et al. (10)—as presented simply through their actual abstract—as being lower. In addition, perhaps of greatest concern, this gender difference and accompanying effect size was large among faculty working within STEM fields (50) and nonexistent among faculty from non-STEM fields (experiment 2). Further, the overall gender difference observed in the first two experiments was replicated among participants in experiment 3 who read the true abstract of Knobloch-Westerwick et al. (12), which we reported a gender bias in STEM. However, this gender difference was reversed among participants who read an altered version purporting no gender bias in STEM.

The results from this third experiment are important for at least three reasons. First, they indicate that men relative to women do not uniquely disfavor the research of Moss-Racusin et al. (10), but research that reports a gender bias hindering women in STEM. Second, these results suggest that men do not generally evaluate research more harshly than women, as it might seem from the first two experiments (but see the results from non-STEM faculty in experiment 2). Rather, relative to women, men actually favor research suggesting there is no gender bias in STEM. Finally, the results indicate that individuals are likely to demonstrate a gender bias toward research pertaining to the mere topic of gender bias in STEM; men seem to disfavor (and women favor) research demonstrating a gender bias, but women seem to disfavor (and men favor) research demonstrating no gender bias. Of course, given that we cannot have a gender-free control condition, it is important to note that these biases are relative to the other gender; we cannot conclude that one gender is more biased than the other, just that individuals’ judgments of research regarding gender bias in STEM is biased by their gender.

Critically, across three experiments, we uncovered a gender difference in the way people from the general public and STEM faculty evaluate the quality of research that demonstrates women’s documented disadvantage in STEM fields: Men think the research is of lower quality, whereas women think the research is of higher
quality. Why does this gender difference matter? For one, there are significant implications for the dissemination and impact of meritorious previous, current, and future research on gender bias in STEM fields. Foremost, our research suggests that men will relatively disfavor—and women will relatively favor—research demonstrating this bias. Given that men dominate STEM fields throughout industry and academia, scholars whose program of research focuses on demonstrating gender bias in STEM settings might experience undue challenges for publication, have lower chances of publication in top-tier outlets, experience greater challenges in receiving tenure, and overall have lower-than-warranted impact on the thinking, research, and practice of those in STEM fields. Such possibilities are highly problematic and call for additional research evaluating biased reactions to scientific evidence demonstrating gender and/or racial biases within STEM.

Second, because men represent the majority of individuals in STEM fields and yet are less likely than women to acknowledge biases against women in STEM, it may be challenging to fully embrace the numerous calls to broaden the participation of women and minorities in STEM. How can we successfully broaden the participation of women in STEM when the very research underscoring the need for this initiative is less valued by the majority group who dominate and maintain the culture of STEM? Intensifying the challenge, men hold an advantageous position in STEM fields and may feel threatened by research and efforts to “level the playing field” for women. Similarly, people often unintentionally exhibit in-group favoritism (54), wherein individuals engage in behaviors and allocate resources in ways that benefit members of their group (e.g., men unintentionally conferring advantage to other men).

Fortunately, there are current efforts in place to meet these challenges. For example, “Project Implicit” (https://implicit.harvard.edu/implicit/) provides workshops and talks to reveal the subtlety and implicitness of gender bias and considers how to foster a broader recognition of these biases and address them. Further, NSF funds ADVANCE-Institutional Transformation grants to specifically facilitate the increased participation of women in STEM and help transform academic cultures to foster equality and inclusivity. Shields et al. (55) created a “WAGES” game and accompanying discussion platform that effectively highlights male privilege and advantage among STEM faculty and helps reduce reactive resistance to acknowledging this advantage (56). Finally, Moss-Racusin et al. have developed an evidence-based framework for creating, evaluating, and implementing diversity interventions designed to increase awareness of and reduce bias across STEM fields (31). Initial evidence reveals promising results for interventions adhering to these guidelines (31). These efforts, along with others that can help individuals actually acknowledge evidence demonstrating gender bias in STEM, are critical in bringing about change and increasing the participation of women in STEM.

Limitations and Future Directions

As with any research, ours is met with limitations. First, we did not directly test the potential mechanisms behind the reported gender effect. However, even before we understand exactly why men are less favorable than women toward research demonstrating a gender bias in STEM, we suggest that is important for the STEM community to know that this phenomenon exists. However, we uncovered evidence in experiment 2 suggesting that men in STEM found the abstract of Moss-Racusin et al. (10) threatening (SI Additional Analyses, Experiment 2), which may be one possible explanation for the results (37). In the future, researchers could test this possibility by including a direct measure of how threatening people find the implications of various research results and multiple measures of social identity. It is also worth investigating in future research whether the confirmation bias (48, 49) contributes to the reported gender effect by measuring people’s beliefs about gender bias in STEM before reading research demonstrating that bias. We hope our findings will spark future research thoroughly investigating the mechanisms underscoring this effect. Second, we investigated individuals’ evaluations of two abstracts reporting gender bias in STEM, specifically within the contexts of evaluating a laboratory-manager application and conference abstracts. It is worthwhile to investigate whether this bias further generalizes to evaluations of research that demonstrates gender bias in other STEM contexts, such as disparities in funding, publication rates, faculty and post-doctoral applicants, talk invitations, tenure decisions, and so forth. Theoretically, however, there is reason to predict that gender biases toward such research would replicate our current findings. In fact, because these contexts suggest a bias against (or in favor of) one’s direct peers and colleagues, it seems likely that gender-biased evaluations of this research would be even more prominent. For instance, STEM faculty might find threatening the possibility that they are biased regarding the quality of research from their female colleagues and prefer (likely implicitly) to find fault with the research rather than face that possibility.

Third, we investigated individuals’ assessment of research quality after they read only an abstract. We chose an abstract as a reasonable basis for assessment because abstracts present key methods and findings, are indexed and available for free, and are often what people read to determine whether or not they will read the full article. Nonetheless, it is conceivable that the gender bias we uncovered is a short-lived reaction. Perhaps the bias would shrink or disappear after reading the full article or a longer synopsis of the research. However, there is ample reason to predict that the bias will actually strengthen as people receive greater amounts of information, because they will (unintentionally) process that information based on initial impressions and per their motivation to arrive at a particular conclusion (42, 48, 49). However, we encourage future research into this issue.

As a final point on limitations, our experiments took place on an Internet platform, either at the end of a faculty survey that offered US$5 or as a short 10-min experiment paying $0.25. Thus, it is possible that our participants were not highly motivated to think about the abstract and thus simply based their quality assessments on “gut reactions” resulting in part from unconscious biases. Perhaps our findings would not hold among highly motivated participants whose assessments might have actual bearing on the full article. Nonetheless, it is conceivable that the gender bias we uncovered is a short-lived reaction. Perhaps the bias would shrink or disappear after reading the full article or a longer synopsis of the research. However, we note that greater motivation does not always result in greater objectivity. In fact, biases can influence people’s judgments even more so when they are motivated to be accurate, particularly if they do not notice that their thought process is biased (21, 42).

Further research might also explore why our first two experiments did not replicate previous research demonstrating an overall bias favoring the research of men above women in STEM (SI Additional Analyses). In particular, Knobloch-Westerwick et al. (12) found that graduate students evaluate science-related conference abstracts more positively when attributed to a male (relative to female) author, particularly in male-gender-typed fields. However, we did not find that participants in experiment 1 and 2 favored the abstract written by Moss-Racusin et al. (10) more if they thought it was written by a man vs. a woman. It is possible that participants in our first two experiments found the topic of gender bias within STEM “feminine,” or perhaps only somewhat “scientific,” thus decreasing the bias toward the author’s gender. Future research might reveal that participants’ perception of gender-bias research plays an important role in producing biases against women—and favoring men—who conduct such research.

Conclusion

Failures in objectivity are problematic to specific research projects, science generally, and receptivity to discovery. However, objectivity...
is threatened by a multitude of cognitive biases, including gender bias in STEM fields. Numerous experimental findings confirm the existence of this bias, and the research we present here peels back yet another level of bias: Men evaluate the research that confirms gender bias within STEM contexts as less meritorious than do women. We hope that our findings help inform and fuel self-correction efforts within STEM to reduce this bias, bolster objectivity, and diversify STEM workforces. After all, the success of these efforts can translate into greater STEM discovery, education, and achievement (57).

Materials and Methods

Participants. In experiments 1 and 3, participation was solicited from workers on Amazon’s Mechanical Turk online job site, who could view our employment opportunity listed alongside other opportunities. In experiment 1, a total of 205 individuals (146 men and 59 women) from the United States who were 18 y of age or older (M = 34.22; range = 18–79) opted to participate in the experiment and provided usable data (for more details, see SI Materials and Methods, Participants and Recruitment for Experiments 1 and 3). In experiment 3, a total of 303 individuals (162 men and 141 women) from the United States who were 18 y of age or older (M = 30.13; range = 18–66) opted to participate in the experiment and provided usable data (for more details, see SI Materials and Methods, Participants and Recruitment for Experiments 1 and 3). All participants received a $5 coupon for a local coffee shop and, if they elected, were entered into a raffle for 1 of 50

Materials and Methods

Participants. In experiments 1 and 3, participation was solicited from workers on Amazon’s Mechanical Turk online job site, who could view our employment opportunity listed alongside other opportunities. In experiment 1, a total of 205 individuals (146 men and 59 women) from the United States who were 18 y of age or older (M = 34.22; range = 18–79) opted to participate in the experiment and provided usable data (for more details, see SI Materials and Methods, Participants and Recruitment for Experiments 1 and 3). In experiment 3, a total of 303 individuals (162 men and 141 women) from the United States who were 18 y of age or older (M = 34.22; range = 18–79) opted to participate in the experiment and provided usable data. All participants engaged in the ~10-min experiment in exchange for $0.25.

In experiment 1, participation was solicited from all tenure-track faculty at a research-intensive American university via an email from their university provost encouraging participation in a larger baseline faculty climate survey. The survey and experiment were conducted on an internet platform, during which time 506 tenure-track faculty from this university received the email invitation to participate. A total of 268 of these faculty participated in the survey, and 205 of these faculty further elected to participate in our experiment at the end of the survey. The resulting sample included faculty from all departments at the university, from STEM departments (n = 116) and non-STEM departments (n = 89; for more details, see SI Materials and Methods, Participants and Recruitment for Experiment 2). All participants received a $5 coupon for a local coffee shop and, if they elected, were entered into a raffle for 1 of 50 possible $500 US gift certificates for the campus bookstore.

Procedure. All procedures were approved by the Montana State University institutional review board. The three experiments were approximately identical, although the experiment stood alone in experiments 1 and 3 and followed a faculty climate survey in experiment 2. All participants completed
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SI Materials and Methods

Participants and Recruitment for Experiments 1 and 3. Participation was elicited from workers on Amazon’s Mechanical Turk online job site, who could view our employment opportunity (titled “What do REAL people think about science research results?”) listed alongside other opportunities.

A total of 205 individuals opted to participate in experiment 1 and provided usable data, which was active in March 2014. Originally, 218 individuals participated in the experiment, but 9 were excluded from data analysis because they failed one or more attention-check items (e.g., “If you are reading, respond ‘very much’ to this question;” “If you are reading, respond ‘not at all’ to this question”), 2 because they reported being under 18 y of age, and 2 because they did not specify their gender. Ultimately, 146 men and 59 women from the United States who were 18 y of age or older (M = 30.13; range = 18–66) were retained for analysis.

Of this general sample, 68.12% reported their race as ‘white,’ and 51 individuals reported they were currently college students.

A total of 303 individuals opted to participate in experiment 2 and provided usable data, which was active in November 2014. Originally, 321 individuals participated in the experiment, but 12 were excluded from data analysis because they failed one or more attention-check items, 2 because they reported being under 18 y of age or did not specify an age, 1 because they did not specify their gender, and 7 because they reported they had read the abstract before (some participants met multiple exclusion criteria). Ultimately, 162 men and 141 women from the United States who were 18 y of age or older (M = 34.22; range = 18–79), were retained for analysis. Of this general sample, 73.93% reported their race as “white,” and 55 individuals reported they were currently college students.

Participants and Recruitment for Experiment 2. Participation was initially elicited on November 4, 2013, from all 506 tenure-track faculty at a research-intensive university via an email from our university provost encouraging participation in a larger faculty climate survey. That same day, our research team emailed all tenure-track faculty a message that explained the nature and importance of the survey, contained an informed consent form for faculty to read, explained the compensation faculty would receive for their participation, and contained a link to the survey and experiment, which was hosted on surveymonkey.com. This email included a unique identification code for each person, which preserved respondents’ anonymity and confidentiality, but allowed us to trace the faculty’s home department. In this way, we could determine whether faculty resided in STEM, including Social and Behavioral Sciences, departments (i.e., Agricultural Economics and Economics, Animal and Range Sciences, Cell Biology and Neurosciences, Center for Biofilm Engineering, Chemical and Biological Engineering, Chemistry, Civil Engineering, Computer Science, Earth Science, Ecology, Electrical Engineering, Industrial and Management Engineering, Institute on Ecosystems, Immunology and Infectious Diseases, Land Resources and Environmental Science, Mathematical Sciences, Mechanical and Industrial Engineering, Microbiology, Native American Studies, Physics, Plant Sciences, Political Science, Psychology, and Sociology and Anthropology) or non-STEM departments (i.e., Agricultural Education, Art, Nursing, Education, English, Film and Photography, Health and Human Development, History and Philosophy, Honor’s Program, Liberal Studies, Modern Languages and Literature, Science Education, Music, and University Studies). All faculty who did not participate as of November 18 received a reminder email, which also contained a link to the survey and experiment and their unique identification code. The survey was closed on the evening of November 22.

Ultimately, 286 faculty participated in the unrelated survey, and 205 (40.5% of faculty) further elected to participate in our experiment at the end of the survey. Of these, 111 (54%) were men and 94 were women. Further, as specified above, 116 faculty were categorized as residing in STEM departments and 89 as residing in non-STEM departments. A comparable ratio of faculty from STEM (116/289 or 40.1%) and non-STEM (89/217 or 41.0%) departments completed the experiment. Participants indicated their race as white/Caucasian (86.3%), Asian (2%), Hispanic/Latino (1%), Native American (0.5%), or mixed (0.5%), or they opted not to report these data (9.8%). Further, participants reported their faculty rank as assistant (43.9%), associate (27.8%), or full (26.3%), or they did not specify (2%). Participants’ ages ranged from 27 to 73 y (M = 47.35), and they had worked in their current position between 0 and 35 y (M = 10.51). The demographics of our sample closely match the population of professors from this university (which is 64% male and 90.9% white/Caucasian), although assistant professors were somewhat overrepresented in our sample relative to the university population (assistant, associate, and full ranks comprise 29.3%, 32.1%, and 38.6% of professors, respectively). Aside from rank, perhaps, we can reasonably infer that there were no systematic biases influencing individuals’ decisions to participate in the experiment. That is, the results from this sample likely generalize to the population of faculty under investigation.

Procedure for Experiment 1. For experiment 1, once participants clicked on the title for our experiment on Amazon’s Mechanical Turk, they encountered the following short paragraph: “In the scientific world, peer experts judge the quality of research and decide whether or not to publish it, fund it, or discard it. But what do everyday people think about these articles that get published? We are conducting an academic survey about people’s opinions about different types of research that was published back in the last few years. You will be asked to read a very brief research summary and then answer a few questions about your judgments as non-experts about this research. There is no right or wrong answer and we realize you don’t have all the information or background. But just like in the scientific world, many judgments are made on whether something is quality science or not after just reading a short abstract summary. So to create that experience for you, we ask that you just provide your overall reaction as best you can even with the limited information. You will also be asked to provide demographic information about yourself. Select the link below to complete the survey.” Participants were also reminded that they would receive $0.25 in exchange for submitting the job “hit.” Participants then accepted the hit and opened up the survey in a separate tab or window. After consenting to participate, participants were given a summary of the experiment that they read before accepting the hit and then were asked, “Please read the following abstract from a 2012 published research study then provide your opinion with the items below.” Next, participants viewed the abstract written by Moss-Racusin et al. (10), the first author’s name and affiliation, and keywords, as described in the main text, and participants then provided their opinions about the abstract using scale ratings (SI Materials and Methods, Dependent Variables). Once they began the survey, participants learned that they could skip over any questions or task that they wished, ensuring that our procedures were not coercive. Participants then completed demographic information, were debriefed regarding
the purpose of the experiment, and were compensated $0.25 for their time.

Procedure for Experiment 2. For experiment 2, once participants followed the link to the survey website, they first read information about the faculty climate survey and the types of tasks and questions they would encounter. Participants were also reminded that they would receive a $5 coupon from a local coffee shop for completing the survey and would be entered into a raffle to win 1 of 50 gift certificates form the campus bookstore (worth $50). Once they advanced to the survey, participants further learned that they could skip over any question or task they wished. This option resulted in several participants providing only partial data for the experiment (addressed in SI Additional Analyses, Experiment 2). The faculty climate survey took ~15 min to complete and primarily contained questions about the university work environment, which were independent from the reported experiment.

Just after the survey, participants were asked to “Please read the following abstract from a 2012 published research study then provide your opinion with the items below.” They then viewed the same abstract and associated information as in experiment 1 and evaluated that abstract using the same scale ratings. Finally, participants entered their unique code and could print off a coupon in compensation for their participation.

Procedure for Experiment 3. The procedures for experiment 3 were identical to experiment 1, with a few minor, but important, differences. First, participants were randomly assigned to read either the original version of the Knobloch-Westerwick et al. (12) abstract, which reported a gender bias (e.g., “Publications from male authors were associated with greater scientific quality, in particular if the topic was male-typed”) or a version slightly altered to report no gender differences (e.g., “Publications from male and female authors were associated with comparable scientific quality, even if the topic was male-typed”). Second, unlike in experiments 1 and 2, the abstract was not accompanied by the author’s name or affiliation. Otherwise, the procedures and dependent measures for this experiment were identical to those used in the previous experiments. At the end of the experiment, participants completed demographic information, were debriefed regarding the purpose of the experiment, and were compensated $0.25 for their time.

Dependent Variables. After reading the abstract, participants in all experiments reported their evaluation of the abstract and research using measures adapted from those commonly used to gauge attitude change and evaluations of persuasive materials (59, 60). Specifically, on scales from 1 (not at all) to 6 (very much), participants responded to the following four questions or statements: “To what extent do you agree with the interpretation of the research results?” “To what extent are the findings of this research important?” “To what extent was the abstract well written?” and “Overall, my evaluation of this abstract is favorable.” These four responses demonstrated high internal consistency in all experiments (Cronbach’s $\alpha = 0.84, 0.89, \text{ and } 0.78$ in experiments 1, 2, and 3, respectively) and were therefore averaged to measure participants’ perceived quality of the research.

For experiment 2 only, participants completed a faculty climate survey before the experiment, which included items assessing the extent to which faculty felt that they had been personally discriminated against due to their gender. Specifically, on scales from 1 (strongly disagree) to 7 (strongly agree), participants responded to the following three statements: “I have personally been a victim of gender discrimination,” “I consider myself a person who has been deprived of opportunities because of my gender,” and “Prejudice against my gender group has not affected me personally” (the latter of which was reverse-scored). These three responses demonstrated high internal consistency (Cronbach’s $\alpha = 0.87$) and were therefore averaged to measure participants’ personal experience of gender discrimination.

SI Additional Analyses

Experiment 1. For the primary measure, author gender and affiliation alone did not influence evaluations, and neither did any two-way interactions among factors (all $P > 0.3$). However, the analysis revealed a nonpredicted and significant interaction among participant gender, author gender, and author affiliation [$F(1, 197) = 18.13; P < 0.001$]. Consistent with the theme of this work, we describe this interaction in terms of gender differences at each combination of author gender and affiliation. When the abstract author was supposedly a man from Iowa State University, male participants rated the abstract as being of higher quality ($M = 4.57, SD = 0.787$) than did women ($M = 4.26, SD = 0.893$), whereas when the abstract author was supposedly a woman from Iowa State University, female participants rated the abstract as being of higher quality ($M = 5.03, SD = 0.713$) than did men ($M = 3.89, SD = 1.135$). Thus, when the author was supposedly affiliated with Iowa State University, all participants seemed to demonstrate a gender bias in favor of their own gender; women had higher ratings for a female author, and men gave higher ratings for a male author. However, when the abstract author was supposedly a man from Yale University, female participants instead rated the abstract as being of higher quality ($M = 5.02, SD = 0.784$) than did men ($M = 4.13, SD = 0.897$), whereas when the abstract author was supposedly a woman from Yale University, female participants reported ratings of the abstract ($M = 4.38, SD = 1.031$) that were equivalent to those of men ($M = 4.38, SD = 0.697$). Interestingly, when evaluating research from Yale that reveals gender bias, it seems that women demonstrated the greatest bias against women (or favoring men) authors.

There are at least two important notes regarding this interaction between participant gender, author gender, and author affiliation. First, this interaction was not observed in the second experiment among university faculty. Thus, although this interaction is certainly interesting, we withhold focusing too much on this result until it is replicated in future research. This result was not predicted or replicated and may be spurious. Second, if this interaction pattern does replicate in future research, this finding may indicate that the lay public and scientific community manifest bias toward research uncovering gender bias differently under different conditions. Within scientific communities, perhaps the gender bias against such research is unaffected by author gender or affiliation. However, in the lay public, the gender bias is more complex and context-dependent. Ultimately, it is important to understand failures in objectivity among the scientific community, as well as the public, regarding research demonstrating gender bias in STEM. After all, it is often the nonscientists (the public, government officials, bureaucrats, nonprofit organizations, special-interest groups, etc.) that drive the funding opportunities so critical to scientific progress and discovery.

Experiment 2. In addition to the predicted effects reported in the paper, the primary analysis also revealed a significant interaction among field of study, author gender, and author affiliation [$F(1, 174) = 8.07; P < 0.01$]. The interaction pattern indicated that faculty in STEM evaluated the abstract written by a man more favorably if the author was from Yale (vs. Iowa State), but the abstract written by a woman more favorably if the author was from Iowa State (vs. Yale), whereas the opposite pattern manifested among non-STEM faculty.

Additionally, we conducted the analysis again, removing fields of study associated with the social and behavioral sciences (i.e., Agricultural Economics and Economics, Native American Studies, Political Science, Psychology, and Sociology and Anthropology) from the analysis entirely. Given that the classification of some of these fields as STEM might vary depending on
who one consults, we wanted to confirm that the key results held comparing STEM to non-STEM fields, even excluding the social and behavioral sciences. Indeed, this analysis, too, revealed the predicted significant main effect of gender \( F(1, 156) = 8.30, P = 0.005 \) and the predicted significant interaction between gender and field of study \( F(1, 156) = 7.31, P = 0.008 \).

Further, given that there was a somewhat disproportionate representation of assistant professors in our sample, we investigated whether our results held accounting for faculty rank. To do this analysis, we collapsed across the author’s gender and affiliation (including all factors created several conditions with only one participant’s response) and conducted an analysis with faculty gender, field of study, and faculty rank as factors (four participants did not report their rank and were therefore not included in this analysis). Like the primary analysis, this analysis revealed a significant main effect of gender \( F(1, 174) = 6.04; P = 0.015 \) and a significant interaction between gender and field of study \( F(1, 174) = 5.27; P = 0.023 \). Therefore, the original results hold while controlling for faculty rank. No other main effects or interactions reached significance (all other \( F < 2.43; P > 0.09 \)).

Of note, several participants in experiment 2 elected to skip some of our four measures. Of the full 205 participants, 190 completed all four measures—which were averaged for the primary analyses. Thus, we examined how well our predicted findings held examining each measure independently. Critically, there was a significant main effect of participant gender for three of the four measures. Relative to female faculty, male faculty agreed less with the interpretations of the research \([n = 199, F(1, 183) = 6.66, P = 0.011]\), evaluated the research findings as less important \([n = 202, F(1, 186) = 7.00, P = 0.009]\), evaluated the abstract as less well written \([n = 196, F(1, 181) = 4.67, P = 0.032]\), and overall evaluated the abstract less favorably \([n = 201, F(1, 185) = 3.45, P = 0.065]\).

Additionally, the pattern of means for the interaction between participant gender and their STEM status for each of these measures was identical to that observed for the primary analysis. However, the omnibus test of this interaction was significant for participants’ ratings of how important they evaluated the research findings \([F(1, 186) = 5.31, P = 0.004]\), how well written they found the abstract \([F(1, 181) = 4.22, P = 0.041]\), and their overall favorability toward the abstract \([F(1, 185) = 9.80, P = 0.002]\), but not for their assessment of how much they agreed with the interpretations of the research \([F(1, 183) = 1.55, P = 0.21]\). Nonetheless, as in the primary analysis, simple-effect tests for all measures revealed that male faculty reported less favorable evaluations than female faculty in STEM departments (all \( F > 7.91 \) and \(< 17.14; \) all \( P < 0.005 \)), but comparable evaluations within non-STEM departments (all \( F < 1 \)). Overall, then, the critical findings for the primary measure hold well when looking at each individual measure.

Finally, although we did not design experiment 2 to specifically investigate potential mechanisms behind these effects, especially regarding the interaction, some data within a faculty survey (completed just before our experiment) allowed us to explore the possibility that these effects were related to perceptions of threat. Specifically, faculty rated the extent to which they felt they had been personally discriminated against due to their gender (SI Materials and Methods, Dependent Variables). We reasoned that the greater men’s experience of gender discrimination (the more they feel women have had an unjust advantage at men’s expense), the more threatening they should find research demonstrating an actual bias against women in STEM. After all, men who have experienced gender discrimination may harbor concern that such research could promote future “reverse” discrimination against men in STEM. Further, assuming men in STEM are more committed to (or identify with) STEM than men in non-STEM fields, Social Identity Theory (36, 37) predicts that the experience of threat should predominantly manifest among men in STEM. Indeed, there was a negative correlation between the personal experience of gender discrimination and evaluations of the abstract only among men in STEM. The more male faculty in STEM felt they experienced gender discrimination, the less favorably they evaluated the abstract \([r(63) = −0.404; P = 0.001]\). This same correlation among non-STEM men was positive but nonsignificant, \([r(34) = 0.157; P = 0.367]\). Among women, results yielded a significant correlation within non-STEM fields \([r(48) = 0.35; P = 0.014]\), but no correlation within STEM fields \([r(36) = 0.262; P = 0.118]\). However, these correlations would not indicate anything about threat because the results of Moss-Racusin et al. (10) affirm women’s experience with gender discrimination.

Together, these two correlations among men in STEM and non-STEM are consistent with Social Identity Theory and our assumption that men in STEM identify more with STEM than do non-STEM men and likely perceived the abstract as more threatening. However, the gender-discrimination measure did not mediate the effects found for the abstract evaluation. To test for possible effects, we subjected the gender-discrimination measure to an analysis of variance with gender and field of study as factors (participants completed this measure before reading the abstract, making the factors associated with the abstract inconsequential). Importantly, this analysis revealed a significant main effect of gender such that women experienced greater gender discrimination than men \([F(1, 194) = 16.87; P < 0.001]\), indicating that the construct was valid. However, this analysis revealed no interaction \([F(1, 194) = 1.77; P > 0.18]\), meaning this construct did not mediate our primary results. This finding is not necessarily surprising, however, given that the gender-discrimination measure was not designed to directly measure the extent to which participants find the results of Moss-Racusin et al. (10) to be threatening. Overall, then, the correlation evidence is only suggestive, and we encourage future research to explore this and other possible mechanisms behind our effect.