Psychological Time and Memory Systems of the
Brain

Richard A. Block, Ph.D. ;

Abstract Psychological time involves four partially dissociable memory systems of the brain. Proce-
dural memory, subserved mainly by the cerebellum, controls timing of learned movements. Semantic
memory, subserved by several areas of the cerebral cortex, concerns linguistic and conceptual informa-
tion, presumably including generai knowledge conceming time. Working memory, which involves the
functioning of the dorsolateral prefrontal cortex, maintains a representation of current temporal contextual
information. Episodic memory, which requires the functioning of the hippocampus and cther medial
temporal iobe structures, is necessary to encode long-term memory for personal experiences, including
temporal information about them.

People continually engage in one or more of several different kinds of temporal
activities, including controlling movement timing, expressing general temporal
knowledge, representing present events, and remembering past durations (Block,
1979, 1990a). Tulving (1972, 1985, 1991) distinguished several memory systems,
each differing in ‘‘its brain mechanisms, [the] type of information it handles, and
the principles of its operations” (Tulving, 1991, p. 10). At least four partially
dissociable memory systems are involved to greater or lesser extents in different
temporal experiences, judgments, and behaviors.! These memory systems are: (1)
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'I will not discuss the sensory processes involved in experiencing and judging simultaneity and
successiveness of stimuli presented for brief durations and at very short intervals (Biock and Paiterson,
in press; Carr, 1993). These processes may involve a fifth memory system, which Tulving (1991) called
the perceptual representation system.
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procedural memory, which contains information vital to the performance of learned
movements and relatively automatic procedures; (2) semantic memory, which pro-
cesses information about concepts, facts, linguistic expressions, and so on; (3)
working, or shert-term, memory, which contains highly accessible information
about present (or very recently past) events; and (4) episodic memory, which con-
tains information about past personal experiences, including recency, order, and
duration information.

Evidence from neuropsychological, psychopharmacological, and cognitive
neuroscience research suggests that anatomically and functionally separate, yet in-
terconnected, brain areas subserve the functioning of these different memory sys-
tems that are involved in time-related tasks. Figure 5.1 shows the location of some
brain areas or structures that are critically involved in psychological time. Some of
the factors that influence different temporal functions (Block, 1989) may reflect the
workings of neural networks, or information-processing modules, in these and other
anatomically related areas. Each brain structure normally interacts directly with
several other structures and indirectly with the rest of the brain. Although the prééent
review does not describe these multiple interconnections, the interested reader may
find neuroanatomical details in several sources (Kolb and Wishaw, 1990; Kandel,
Schwartz, and Jessell, 1991). .

The present article reviews evidence and theories on these memory systems
and the brain structures that are critically involved in them. (Cther recent reviews
that focus on many of the issues described herein include those by Weiskrantz
[1987], Melges [1989], and Kosslyn [19592].) 1 present a particular view on several
unresolved issues, but I also discuss lingering theoretical disagreements. The review
focuses mainly on evidence from studies of brain damage, neurotransmitters and
drug effects, and physiological recording. In interpreting the findings from any
source of evidence concerning brain function, caution must be exercised. Localized
damage to a particular brain region or structure may not influence performance on
a particular task, or it may produce impaired performance. This kind of evidence
suggests that the damaged region or structure either does or does not participate in
the interacting network of brain activity underlying task performance. Because the
brain functions as a system containing highly interconnected structures, or modules,
damage to any particular region.or structure can also affect functioning of other
regions or structures. If damage to a particular structure leads to impaired perfor-
mance on a task, it may only be concluded that the structure is a critical component
of the information processing required for task performance. If damage to a structure
does not lead to impaired performance, then either the structure is not normally
involved in performance of that particular task or some other brain structures can
be deployed to perform the task. Similar caution must be exercised in interpreting
studies of neurotransmitters and drug effects. A particular brain region normally
contains several neurotransmitters, each of which is also distributed throughout
various interconnecting brain regions. Most physiological recording techniques have
a more basic source of limitation. For technical reasons that need not concemn us
here, these methods all suffer from limitations in ability to localize events, either
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in brain space (e.g., event-related potentials) or in time (e.g., positron emission
tomography {PET]).

Although one may legitimately question any particular scurce of evidence,
using any particular methodology, converging evidence from studies using different
methodologies suggests a reasonably coherent account. The present account dis-
cusses certain brain regions and structures that are most critically involved in psy-
chological time. Future studies will need to specify more precisely the exact
information processing that occurs in each region or structure in order to subserve
performance of psychological functions related to time or timing.

Procedural Memory

In some temporal tasks, such as those in which a person must control the sequencing
and production of movements, the supplementary motor area, premotor cortex,
primary motor cortex, and related cortical areas subserve the planning and control
of movement timing (Ghez, 1991b; Kosslyn, 1992; Vidal, Bonnet, and Macar,
1992). It appears that as movements become more well learned, control of move-
ment sequencing and timing shifts to the cerebellum (see Figure 5.1). In particular,
the lateral portion of the cerebellum (the so-called cerebrocerebellum) subserves
procedural memory for timing relative intervals in highly automatized movement
sequences. At present, it is unclear whether the cerebellum stores these procedural
mermories or whether other structures that are intimately connected with the cerebel-
lum store the information (Leiner, Leiner, and Dow, 1991). The lateral cerebellum
may then transmit the information on movement sequencing and timing to the
premotor and motor cortical areas for execution. In addition, the spinocerebellum
(i.e., the intermediate cerebellar hemisphere) controls some movements, and it also
apparently corrects or adjusts movement sequences in progress (for a review, see
Ghez, [1991a]). The extent to which the cerebral system or the cerebellar system
primarily controls movement sequence timing may depend on the timing require-
ments of the task and the degree of automaticity of the motor program involved.

Evidence that the lateral cerebellum plays a critical role in movement timing
which is dissociable from the role of the semantic, working, and episodic memory
systems comes mostly from studies of brain damage. Lateral cerebellar damage
does not affect other memory functions, but it produces deficits in timing movement
execution and perhaps also in performing temporally predictive computations in
other behavioral, perceptual, and cognitive situations (Ivry, Keeie, and Diener, 1988;
Ivry and Keele, 1989; Leiner et al., 1991). In contrast, damage to specialized cere-
bral structures that produce various types of amnesia does not impair procedural
memory functions such as movement timing (Mayes, 1988).

Semantic Memory

Several areas of both cerebral cortices, but especially of the left hemisphere, sub-
serve language. These include two classical areas: Broca’s area, which is located
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Figure 5.1. Lateral view of the human brain (left hemisphere) showing the approximate
location of several areas that subserve aspects of psychological time. See text for further
explanation, and see other treatments (e.g., Kandel, Schwartz, and Jessell, 1991; Xolb and
Wishaw, 1990) for additional neuroanatomical details. Clockwise from lower right: (1) The
cerebellum, which is involved in procedural memory, is a complex subcortical structure. (2)
Widespread areas of the temporal cortex, posterior inferior frontal cortex, and anterior inferior
partietal cortex, especially of the left hemisphere, subserve seinantic memory; corresponding
areas of the right hemisphere are apparently not as heavily involved in semantic memory.
(3) The dorsolateral prefrontal cortex of both cerebral hemispheres subserves working mem-
ory. (4) The hippocampus, which along with nearby structures is critically involved in epi-
sodic memory, is a subcortical structure underlying the temporal cortex of the left and right
hemispheres in the approximate location depicted here. Only the left-hemisphere half of the
hippocampus is depicted.

in the left inferior frontal lobe and is involved in linguistic production; and Wer-
nicke’s area, which is located in the left superior posterior temporal lobe and is
involved in linguistic comprehension. It is now clear that many nearby cortical
areas subserve various aspects of semantic memory, including widespread areas of
the temporal, parietal, and frontal cortices (see Figure 5.1).

Studies of people with brain damage suggest that different memory systems
may be selectively impaired, producing different kinds of amnesia (Mayes, 1988).
I will call two main kinds semantic amnesia and episodic amnesia (Nielsen, 1958).
Damage to any of several regions in the left cerebral hemnisphere typically produces
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semantic amnesia, which may be quite specific (Weiskrantz, 1987). For example,
a man known as M.D. suffered cerebral damage as a result of stroke (Hart, Berndt,
and Caramazza, 1985). Afterwards, he had considerable difficulty naming fruits and
vegetables, such as a visually presented apple. He could easily name other kinds
of obiects, however, and he could categorize pictures of fruits and vegetables that
he could not name. Studies of other patients reveal that parts of both cerebral
hemispheres subserve linguistic and conceptual knowledge in other domains, such
as about color (Damasio, Damasio, Tranel, and Brandt, 1990; Damasio and Da-
masio, 1992).

Studies using PET scanning reveal that when normal people perform certain
semantic-processing tasks, neural activity increases in the posterior left-hemisphere
frontal lobe (Posner, Petersen, Fox, and Raichle, 1938). However, Tulving (1989)
reported preliminary evidence suggesting that regional cerebral blood flow (another
presumed indicator of neural activity) is relatively greater in posterior regions of the
cerebral cortex during retrieval of impersonal semantic information and is relatively
greater in anterior regions during recollection of personally experienced episodes.
The apparent discrepancy between these two sets of findings may be attributable to
task differences, especially since several brain regions apparently subserve different
aspects of semantic memory.

As involved in psychological time, the semantic system contains information
about temporal units, concepts, and linguistic expressions. For example, people
know that time seems to pass slowly during a boring experience (Block, Saggau,
and Nickol, 1983~1984). Semantic memory also enables a person to use temporal
metaphors, such as ‘‘the river of time’” (Jackson and Michon, 1992; Michon, 1990).
The semantic system, along with the working and episodic memory systems, also
apparently mediates temporal perspective, or one’s conceptualization of past, pres-
ent, and future (Williams, Medwedeff, and Haban, 1989; see below). Research has
not yet identified the specific cortical areas and processes that subserve linguistic and
conceptual knowledge about time, but they are probably similar to those involved in
other domains of knowledge such as color.

Working Memory

Evidence on the working memory system and its role in psychological time comes
from several sources. Here I discuss mainly studies of brain damage, neurotransmit-
ters and drug effects, and electrophysiological recording.

-

Brain Damage

Patients with frontal lobe damage usually show little or no impairment in remember-
ing that a particular event occurred. Those with damage in the more anterior areas
of the frontal lobe, the prefrontal cortex, however, have difficulty performing tasks
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that require more explicit use of ternporal information. For example, Milner and
her colleagues found that these patients show serious impairment in judging which
of two remembered events occurred more recently (Milner, 1971, 1974, 1982;
Petrides and Milner, 1982; Milner, McAndrews, and Leonard, 1950). Their compar-
ative studies of several patients with damage to various areas of the prefrontal
cortex suggests that this impairment of temporal memory occurs mainly if there is
damage to the dorsolateral prefrontal cortex, specifically in and around Broadmann’s
area 46 (see Figure 5.1).

Milner and her colleagues also found that encoding external temporal-order
information more heavily involves the right prefrontal cortex, whereas encoding
internal temporal-order information more heavily involves the left prefrontal cortex
(see Milner, 1982). More recently, McAndrews and Milner (1991) found that fron-
tal-lobe patients show normal accuracy in judging the relative recency of two objects
that they actively manipulated. One possibility is that the procedural-memory sys-
tem encodes temporal order information for actions, and if the prefrontal cortex is
damaged this information is sufficient to mediate memory for temporal:order of
specific actions.

Damage in the anterior regions of the left hemisphere (but not of the right
hemisphere) frontal cortex also leads to impaired planning in novel situations (Luria,
1966; Milner, 1982; Shallice, 1982, 1988). Damage in these regions does not impair
the execution of well-learned, routine plans, perhaps because this function is sub-
served by the cerebellum rather than by the prefrontal cortex.

Neurotransmitters and Drug Effects

The neurotransmitter dopamine is found throughout the prefrontal cortex, and a
growing body of evidence suggests that one type of dopamine receptor site (D1)
plays a critical role in the efficiency of working memory (Sawaguchi and Goldman-
Rakic, 1991; Goldman-Rakic, 1992). Some drugs that influence prospective tempo-
ral judgments may do so because they influence D1 dopamine receptors in the
prefrontal cortex. Dopamine agonists tend to lengthen prospective duration experi-
ence (i.e., they increase the subjective time, rate), whereas dopamine antagonists
tend to shorten prospective duration experience (Hicks, 1992).

Schizophrenics show various abnormalities in temporal judgment (for reviews,
-see Johnston [1960], Mo [1990]). Researchers increasingly view psychopathologies
like schizophrenia as biological disturbances of specific neurotransmitter systems.
Cohen and Servan-Schreiber (1992) reviewed evidence suggesting that schizophre-
nia involves a reduction of dopamine effects in the prefrontal cortex, resulting in
an inability to form and maintain contextual representations. Weinberger (1987)
suggested that schizophrenia involves two separate disturbances in dopaminergic
pathways, increased activity in the mesolimbic dopaminergic system and decreased
activity in the prefrontal cortex. The precise nature of the deficit in schizophrenia
remains unclear, but it apparently involves dopaminergic transmission and the pre-
frontal cortex.
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Electrophysiological Recording

The first electrophysiological evidence that temporal integration of behavior in-
volves the prefrontal cortex arose from the discovery of the contigent-negative
variation (CNV) (Walter, Cooper, Aldridge, McCallum, and Winter, 1964). The
CNYV is a relatively slow surface-negative electrical potential recorded by scalp
electrodes. It occurs in the interval between two successive events, beginning about
300 ms after the presentation of the first. It appears if a person anticipates attending
to a significant event, such as a temporal interval, a stimulus, or perhaps a movement
(Macar and Vitton, 1979). Contingent-negative variation is prominent over the
prefrontal cortex, in which it may originate (Borda, 1970; Loveless and Sanford,
1974; Rohrbaugh, Syndulko, and Lindsley, 1976). In duration—judgment experi-
ments, CN'V appears when one stimulus starts a duration and another stimulus ends
it. Other evidence suggests that CNV amplitude is directly related to prospective
duration judgments (McAdam, 1966). If subjects know that they must estimate
duration, and perhaps in other situations as well, ‘‘CNV may be an index of a phase
of information processing aimed at constituting internal time bases congruent with
a particular situation’’ (Macar and Vitton, 1979, p. 226). Stated somewhat differ-
ently, CNV may be ‘‘an electrophysiological concomitant of attention to time”’
(Hicks, Gualtieri, Mayo, and Perez-Reyes, 1984, p. 235). Drugs such as barbiturates
that retard activity in the prefrontal cortex decrease both the CNV amplitude and
prospective temporal judgments (Hicks, 1992; Hicks et al., 1984); it is possible that
they do so specifically because they affect the prefrontal cortex.

Single-neuron recording in the dorsolateral prefrontal cortex reveals that some
neurons remain active between the time a stimulus disappears and the time a re- -
sponse is allowed (Kubota and Niki, 1971; Fuster, 1973, 1980, 1985a,b; Niki, 1974;
Goldman-Rakic, 1987; Goldman-Rakic, Funahashi, and Bruce, 1990). Because
these neurons show sustained activity over short time periods, they could possibly
serve as internal clocks, or short-duration timers. Cognitive psychological evidence
also suggests that the working memory system subserves short-term memory for
an event, on the scale of several seconds (Baddeley, 1986). Goldman-Rakic (1987)
proposed that the prefrontal cortex contains several working memory centers, each
dedicated to a different information-processing domain. Attending to time may
involve one or more of these centers. Contingent-negative variation may therefore
frequently reflect the activity of attending to time, subserved in part by the dorsolat-
eral prefrontal cortex.

Working Memory and Psychological Time: Conclusions

Psychelogical time, especially constructing and maintaining a temporally and con-
textually defined present, critically depends on the dorsolateral prefrontal cortex.
This area apparently processes temporal contextual information, thereby enabling
a person to remember the order of recent events and to prepare or plan for future
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events (Fuster, 1984). In other words, the prefrontal cortex is a critical component
involved in strategic and organizational control of behavior across time, which is
why Moscovitch and Winocur (1992a,b) recently proposed calling this system work-
ing with memory rather than simply working memory. There is some.lingering
controversy about whether the prefrontal cortex processes both temporal and spatial
contextual information. Schacter (1987) proposed that the prefrontal cortex is in-
volved in both temporal and spatial context. Lewis (1989) argued that the prefrontal
cortex processes temporal contextual information but that the hippocampus (see
below) plays a more critical role in processing spatial contextual information.

Both older theories (e.g., James, 1890) and recent research (Block, 1992)
distinguishes between prospective and retrospective duration judgment. The work-
ing memory system of the prefrontal cortex appears mainly to subserve prospective
temporal judgment, or the experience of time in passing. Short-duration judgments,
as well as subsequent recency and temporal-order judgments, presumably require
the functioning of this system. Milner et al. (1990) proposed two hypotheses on
how the prefrontal cortex may subserve temporal-order encoding: (1) ‘‘If the frontal
lobes parse and organize the temporal contexts of events, one outcome of such
-operations could be thought of as a direct encoding of temporal tags for events in
memory’’ (p. 991), and (2) the frontal lobes ‘‘develop appropriate encoding and
retrieval strategies for the reconstruction of temporal order’” (p. 992). Although
they favored the second hypothesis, the first hypothesis is also tenable, and the two
functions are not necessarily mutually exclusive.

Episodic Memory

Evidence on the episodic-memory system and its role in psychological time comes
from several sources. Here 1 discuss studies of brain damage, neurotransmitters,
and drug effects, and electrophysiological recording.

Brain Damage

The medial temporal lobe of the brain contains several structures, underlying the
temporal lobes but apparently also involving parts of the temporal cortex, that are
needed to form explicit long-term episodic memories (Squire, 1987, 1992; Squire
and Zola-Morgan, 1991). The hippocampus apparently is the most essential structure
(see Figure 5.1), and in the interest of brevity I will occasionally use the term
hippocampus to refer collectively to these several structures. Dainage to the hippo-
campus produces the most common type of amnesia, called anterograde amnesia,
which is characterized by a severe impairment in the episodic memory system: A
person permanently loses the ability to encode new personal experiences so that
they may be explicitly retrieved at a later time. Hippocampal damage largely spares
the other memory systems; a temporal-lobe patient typically can use existing motor
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skills and learn new ones (procedural memory), can use existing general knowledge
and acquire new knowledge (semantic memory), and can display normal short-term
memory for recent events (working memory).

Several patients have received operations involving the hippocampus, usually
in attempts to relieve epilepsy or remove tumors. Scoville and Milner (1957) tested
the memory of 10 such patients. The most well-studied patient, known as H.M.,
became amnesic following a bilateral medial temporal lobe resection that included
the hippocampus. Richards (1973) studied H.M. on a task requiring reproduction
of 1 to 3C0 s durations. H.M.’s reproductions were normal for durations less than
20 s. Thus, H.M. was able to maintain a working memory context for events in the
psychological present, presumably because his prefrontal cortex was intact. How-
ever, for durations longer than about 20 s, his reproductions were abnormally short:
“‘one hour to us is like 3 minutes to H.M.; one day is like 15 minutes; and one
year is equivalent to 3 hours for H.M.’’ (Richards, 1973, p. 281). The most likely
explanation is that damage to H.M.’s hippocampus produced a condition in which
he cannot permanently encode personal experiences so that they may be explicitly
retrieved later. H.M. described his condition as ‘‘like waking from a dream’’ (Mil-
ner, Corkin, and Teuber, 1968, p. 217), suggesting a state of consciousness in which
present events pervade consciousness and (postoperative) past events do not exist.
Kinsbourne and Hicks (1990) reported that Korsakoff patients show a similar, al-
though less dramatic, deficit.

The most common explanation for this type of amnesia is that damage to the
hippocampus (and possibly also related medial temporal-lobe structures) impairs
the encoding of new episodic memories. There are two main sources of controversy
about this conclusion (for useful discussions, see Mayes [1988], Shallice [1988]).
First, in addition to anterograde amnesia, or a deficit in encoding new episodic
memories, H.M. and many other temporal-lobe patients also show retrograde amne-
sia. Retrograde amnesia involves a deficit in retrieving episodic memories that
were encoded before the hippocampal damage. Most temporal-lobe patients display
retrograde amnesia for events that occurred during the several months or, at most,
several years before the operation. But Zola-Morgan, Squire, and Amaral (1986)
reported the case of R.B., who developed memory impairment following an isch-
emic episode. Memory testing revealed that R.B. showed extensive and typical
anterograde amnesia but little, if any, retrograde amnesia. They subsequently con-
ducted a thorough histological examination of his brain, which revealed a circum-
scribed bilateral lesion involving the CA1 field of the hippocampus. Thus, damage
restricted to only 2 small portion of the hippocampus is sufficient to produce antero-
grade amnesia without appreciable retrograde amnesia. It seems that the hippocam-
pus is, therefore, necessary for encoding new episodic memories. The hippocampus
and related medial temporal-lobe structures do not directly store episodic memories;
instead, storage of them probably occurs throughout all cortical regions that are
active in specific information-processing tasks.

A second source of controversy involves semantic memory and the episodic-
semantic distinction. In the past, neuropsychologists typically thought that hippo-
campal damage also impairs semantic memory encoding, and some still do (Squire,
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1992). The recent case of K.C. may question this conclusion (Tulving, Hayman,
and MacDonald, 1991). K.C. experienced profound episodic (anterograde) amnesia
following an automobile accident that damaged several areas, mostly in the left
hemisphere, including the left medial temporal lobe and part of the right medial
temporal lobe. In spite of this damage, Tulving et al. successfully taught K.C. a
large number of three-word sentences, such as ‘‘reporter sent review’’ and *‘student
withdrew innuendo.’” K.C. implicitly remembered much of this semantic informa-
tion up to a year later, even though he had no episodic memory for the experience:
He could not remember anything about the circumstances in which the learning
had occurred. Just as the hippocampus is not required for retrieving existing knowl-
edge, it is apparently not essential for encoding new knowledge (semantic mem-
ories).. )

McAndrews and Milner (1991) presented temporal-lobe amnesic patients with
a series of stimuli and then tested their memory by presenting test stimlili‘in pairs
and asking them to judge which of the two occurred more recently. When these
amnesic patients were able to remember both stimuli, they performed normally on
the recency-judgment task. Thus, although patients with medial temporal-lobe dam-
age show deficits in encoding new episodic memories, when they are able to acquire
and-explicitly retrieve an episodic memory, they usually can remember temporal
contextual information (such as approximately when they experienced the events).
As noted earlier, patients with frontal-lobe damage show an opposite kind of perfor-
mance: impaired memory for temporal information but normal memory for event
information per se. This double dissociation suggests that the hippocampus and the
prefrontal cortex perform separate but interrelated functions: As the hippocampus
encodes information about the content of an episode, the prefrontal cortex may
supply it with information about the context of the episode (for a slightly different
view, see Moscovitch and Umilta [1992])).

Neurotransmitters and Drug Effects

Several neurotransmitters are found in the hippocampus, including acetylcholine,
glutamate, and NMDA. Evidence suggests that any drug which interferes with
acetylcholine-based neurotransmission in the hippocampus will influence retrospec-
tive duration judgments. Hicks (1992) reported that acetylcholine antagonists
shorten the remembered duration of a time period. In addition, patients suffering
from Alzheimer’s disease frequently show severely impaired memory for personal
experiences. They typically have damage in several brain areas, intluding the hippo-
campus. Their brains also show decreased acetylcholine synthesis (Khan, 1986),
which would impair hippocampa! neurotransmission. Although researchers have
not adequately studied their temporal judgments, one would expect Alzheimer’s
patients to make abnormal retrospective duration judgments for recent events that
they can remember.
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Electropnysiologial Recording

People maintain dynamic internal models of the environment, and events that devi-
ate from the current model require that it be updated. If a person is attending to the
performance of some task, presenting a relatively unexpected, but task-relevant
stimulus will trigger a positive event-related potential (i.e., a time-locked voltage
shift reflecting a change in brain activity), which begins about 3C0 ms after stimulus
onset. Early research (e.g., Halgren, Squires, Wilson, Rohrbaugh, Babb, and Cran-
dall, 1980) suggested that the medial temporal lobe (i.e., hippocampus and related
structures) may generate at least some portion of P300. Polich and Squire (1993),
however,. found that an intact hippocampus is not required for P300 to occur.
Activity in several brain regions, including areas of the frontal and parietal cortex,
may contain P300-generators that summate to produce the scalp-recorded P300
amplitude (Johnson, 1993). Because P3G0 is larger following a novel stimulus than
an expected one, it may reflect a process of schema- or context-updating (Donchin
and Coles, 1988). Thus, P300 may reflect contextual information processing re-
quired for the formation of new episodic memories, which then critically requires
the hippocampus. Alternatively, P300 may be generated, at least in part, by ‘‘an
ancillary monitoring and gain-control system that assesses and controls modulation
of the basic hippocampal memory system as a function of novelty of the incoming
events’’ (Metcalfe, 1993, p. 333). In Metcalfe’s view, firing of hippocampal neurons
ordinarily contributes to P300 but is not the sole cause of it.

Episodic Memory and Psychological Time: Conclusions

The prefrontal cortex and the hippocampus are fairly directly connected and play
a conjoint role in the processing of working memory and episodic information
(Goldman-Rakic, Selemon, and Schwartz, 1984; Goldman-Rakic, 1987; Olton,
1989). As discussed earlier, the working memory system of the prefrontal cortex
apparently generates encodings of information concerning temporal context. This
- information, which is perhaps in the form of time-of-occurrence of event relative
to other events (Hintzman, Summers, and Block, 1975) is critically important for
the episodic system. Schacter (1989) proposed *‘that remembering of temporal order
constitutes one component of episodic memory, subserved by the frontal regions,
and that remembering of recently presented items constitutes another component of
episodic memory, likely subserved by the medial temporal regions’ (p. 704).

To the extent that retrospective duration, order, recency, and other similar
temporal judgments rely on event information no longer represented in the working
memory system, they require the hippocampus for the permanent encoding of
events. Temporal memory judgments concerning past events depend on retrieving
encoded contextual changes, including changes in process context, environmental
context, emotional context, and other contextual associations (Block, 1982, 1990b,
1992; Block and Reed, 1978). Encoding these contextual changes relies heavily on
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the hippocampus, perhaps using temporal context information generated and sup-
plied by the prefrontal cortex.

Summary and Conclusions

Table 5.1 summarizes four memory systems of the brain that subserve psychological
time. Any single technique to study the brain necessarily provides limited informa-
tion. Converging evidence from multiple sources suggests these conclusions about
the four systems:

Table 5.1
Memory Systems of the Brain and Associated Characteristics
Memeory Type of Time-Related Major
System Information Behavior/Judgment Brain Area(s)
Procedural Movement Movement Timing, Cerebellum; Cortical
Motor Skills Motor Areas

{supplementary motor,
premotor cortex, and
motor cortex)

Semantic Factual Temporal Concepts Mainly Left Temporal,
(linguistic) Parietal, and Frontal
Cortex
Working Temporal Prospective Timing;  Dorsolateral Prefrontal
Contextual Recency and Order Cortex
Judgment
Episodic Personal Retrospective Duration Hippocampus; Various
Experience Judgment Cortical Areas

1. Procedural memory critically involves the cerebellum, although some structures
in the cerebral cortex (e.g., the supplementary motor cortex) are also involved
in controlling certain kinds of movement timing.

2. Semantic memory involves widespread areas of the left-hemisphere temporal,
parietal, and frontal lobes in understanding and expressing temporal facts and
concepts.

3. Working memory involves the dorsolateral prefrontal cortex in constructing an
ongoing temporal context; this contextual information is used in tasks such as
prospective duration timing, order judgment, and recency judgment.

4. The permanent encoding of episodic memories requires intact functioning of the
hippocampus and other medial temporal-lobe structures, apparently working in
conjunction with temporal contextual information supplied by the prefrontal
cortex; retrospective duration judgments and other long-term temporal memory
judgments depend on this episodic information.
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