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The authors provide a cautionary note on reporting accurate eta-squared values from
multifactor analysis of variance (ANOVA) designs. They reinforce the distinction
between classical and partial eta-squared as measures of strength of association. They
provide examples from articles published in premier psychology journals in which the
authors erroneously reported partial eta-squared values as representing classical eta-
squared values. Finally, they discuss broader impacts of inaccurately reported eta-
squared values for theory development, meta-analytic reviews, and intervention
programs.
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Psychologists have recently devoted considerable attention to null
hypothesis significance testing (NHST) (e.g., Krueger, 2001; Nickerson,
2000). Some favor NHST (e.g., Hagen, 1997; Wainer, 1999), whereas others
oppose its use (e.g., Falk, 1998). Regardless of one’s position on NHST, most
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researchers agree there are alternative methods available for interpreting and
reporting empirical findings. Among these alternatives is the use of measures
of strength of association (Fidler, 2002; Loftus, 1996; Maxwell, Camp, &
Arvey, 1981).

The goal of the present article is to provide a cautionary note on reporting
accurate eta-squared values from multifactor analysis of variance (ANOVA)
designs. We reinforce the distinction between classical and partial eta-
squared as measures of strength of association. We acknowledge that statis-
tics textbooks describe classical and partial eta-squared (e.g., Cohen, Cohen,
West, & Aiken, 2003; Keppel, 1991; Maxwell & Delaney, 2000). We also
acknowledge that others have distinguished between these two measures
(e.g., Cohen, 1973; Haase, 1983; Kennedy, 1970). Nevertheless, we show
that researchers in psychology apparently do not understand the distinction
between classical and partial eta-squared. To demonstrate the need to make
this distinction more apparent, we provide several examples from articles
published in premier psychology journals in which the authors erroneously
reported partial eta-squared values as representing classical eta-squared val-
ues. We therefore alert researchers in education and psychology to this
reporting inaccuracy. Finally, we discuss broader impacts of inaccurately
reported eta-squared values for theory development, meta-analytic reviews,
and intervention programs.

Eta-Squared and Other Measures of
Strength of Association

When using ANOVA to analyze data, several measures of strength of
association are available. These include eta-squared (η2), omega-squared
(ω2), and epsilon-squared (ε2) (Cohen et al., 2003; Hays, 1994; Keppel, 1991;
Maxwell & Delaney, 2000). Many former and current journal editors
espouse a position consistent with the American Psychological Association
(APA) in terms of requiring authors to report these measures (e.g., Kendall,
1997; Thompson, 1994; Zedeck, 2002). This position is reinforced by a state-
ment in APA’s Publication Manual: “For the reader to fully understand the
importance of your findings, it is almost always necessary to include some
index of effect size or strength of relationship in your Results section” (APA,
2001, p. 25). Perhaps in response to this and previous calls for a more fre-
quent use of measures of strength of association, eta-squared is commonly
reported in the education and psychology literatures.

Although eta-squared is frequently reported, it is an upwardly biased esti-
mate of the population strength of association between an independent vari-
able and a dependent variable, particularly when total sample size is small.
Omega-squared and epsilon-squared, on the other hand, are unbiased esti-
mates and thus should be reported when researchers want to estimate the
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population strength of association rather than merely provide a descriptive
summary of their sample data (Cohen et al., 2003; Hays, 1994; Maxwell &
Delaney, 2000). However, because common statistical software packages
such as SPSS only report eta-squared values and not omega-squared or
epsilon-squared values in their ANOVA output files, many researchers in
education and psychology report eta-squared values. Considering the ease
with which eta-squared values can be obtained, along with the fact that these
values have been inaccurately reported in the psychology literature, the pres-
ent article focuses on eta-squared.

Distinction Between
Classical and Partial Eta-Squared

As a descriptive index of strength of association between an experimental
factor (main effect or interaction effect) and a dependent variable, classical
eta-squared is defined as the proportion of total variation attributable to the
factor, and it ranges in value from 0 to 1 (Cohen et al., 2003; Hays, 1994;
Maxwell & Delaney, 2000). From information reported in an ANOVA sum-
mary table, classical eta-squared is computed as follows:

classical η2 = SSfactor/SStotal, (1)

where SSfactor is the variation attributable to the factor and SStotal is the total
variation.

In contrast to classical eta-squared, partial eta-squared for an experimen-
tal factor is defined as the proportion of total variation attributable to the fac-
tor, partialling out (excluding) other factors from the total nonerror variation
(Cohen, 1973; Haase, 1983; Kennedy, 1970). Partial eta-squared values also
range from 0 to 1. From information reported in an ANOVA summary table,
partial eta-squared is computed as follows:

partial η2 = SSfactor/(SSfactor + SSerror), (2)

where SSfactor is the variation attributable to the factor and SSerror is the error
variation.

In a multifactor ANOVA, SSfactor + SSerror in the denominator of Equation 2
is always less than or equal to the corresponding SStotal in the denominator of
Equation 1. Consequently, partial eta-squared is typically greater than classi-
cal eta-squared for a source of variance. There is, however, an exception:
Classical and partial eta-squared are identical in a design that has only one
factor. In a one-way ANOVA, SStotal = SSfactor + SSerror and thus classical and
partial eta-squared are equivalent. However, in a multifactor ANOVA, classi-
cal and partial eta-squared are equivalent for a source of variance only if it is
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the sole source that contributes to the total nonerror variation (Cohen, 1973;
Haase, 1983; Kennedy, 1970). Hence, classical and partial eta-squared are
almost always unequal.

With respect to any multifactor ANOVA, partial eta-squared values can
sum to greater than 1, but classical eta-squared values cannot (Cohen, 1973;
Haase, 1983). The reason why partial eta-squared values can sum to greater
than 1 is that they are computed using different values for the total variation
(SSfactor + SSerror) in the denominator of Equation 2. Thus, partial eta-squared is
not a measure of unique variation in the dependent variable in that some of
the nonerror variation can be accounted for by other factors in the analysis. In
contrast, classical eta-squared values cannot sum to greater than 1 because
each is computed using the same value for SStotal in the denominator of Equa-
tion 1. Thus, classical eta-squared is an additive measure of unique variation
in the dependent variable in that the nonerror variation cannot be accounted
for by other factors in the analysis.

Erroneously Reported Classical Eta-Squared Values

Levine and Hullett (2002) discovered that researchers in communication
have mistakenly reported partial eta-squared values as representing classical
eta-squared values. However, they cited only one example of this misreport-
ing problem. More important, the sole example they provided was from the
communication literature. To date, there is no evidence that this problem
exists in the psychology literature. We provide several examples from articles
published in premier psychology journals in which partial eta-squared values
were apparently reported as representing classical eta-squared values. As did
Levine and Hullett, we established this inaccuracy because the reported clas-
sical eta-squared values from each analysis sum to greater than 1. Levine and
Hullett suggested the erroneously reported values might be attributable to the
fact that versions of SPSS prior to 11.0 (SPSS, Inc., 2001) mislabeled partial
eta-squared values as eta-squared values in output files. However, the misre-
porting problem is not limited to researchers who use SPSS. The authors of
one article we found (Huang-Pollock, Carr, & Nigg, 2002) stated that they
used SAS to analyze their data. Unfortunately, none of the authors of the
other articles we found specified which statistical analysis software they
used.

Table 1 shows examples of erroneously reported classical eta-squared val-
ues in premier psychology journals. Whereas Levine and Hullett’s (2002)
sole example was from a complex seven-way mixed-factor ANOVA, our
examples demonstrate that the reporting inaccuracy also occurs with simpler
two-way ANOVAs. To illustrate the reporting inaccuracy depicted in Table 1,
consider results that Shepperd and McNulty (2002) reported for their re-
search on individuals’ affective responses to expected versus unexpected
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positive and negative outcomes. In their Study 1, they conducted a 2 × 2
between-subjects ANOVA and reported classical eta-squared values of .46
for the main effect of grade expected and .85 for the main effect of grade
received. According to these results, the two main effects accounted for an
impossible 131% of the total variation in participants’ responses.

Because this analysis was unlike the others shown in Table 1 in that it was
based on a purely between-subjects design and, moreover, because the
authors reported means, standard deviations, cell ns, and F values for the
entire design, we were able to reconstruct the ANOVA summary table using
Johnson’s (1993) DSTAT meta-analytic software. This reconstructed
ANOVA table was used to compute accurate classical eta-squared values for
the purpose of determining the degree to which the erroneously reported val-
ues were inflated. As one example, for the main effect of grade expected, the
erroneous classical eta-squared value of .46 was 4.2 times larger than the
accurate classical eta-squared value of .11. Shepperd and McNulty (2002)
concluded that their findings “provide strong [italics added] support” for
decision affect theory (p. 87). However, because the authors interpreted
inflated classical eta-squared values, they overestimated the extent to which
expectations and outcomes influenced participants’ predicted and actual
affective responses, which calls into question whether decision affect theory
received strong support.

The reporting inaccuracy illustrated in Table 1 is detectable only when
classical eta-squared values sum to greater than 1. However, considering that
classical eta-squared values typically range from .01 to .09 in the social sci-
ences (Cohen, 1988) and, moreover, that most authors do not report SSfactor,
SSerror, and SStotal values, the reporting inaccuracy is usually impossible to
detect. Thus, it is impossible to estimate the pervasiveness of this reporting
inaccuracy in the psychology literature. We concur with Levine and Hullett
(2002), who stated, “Although we do not know how widespread these errors
are, we suspect they are quite common and most often are likely to go unno-
ticed” (p. 613). The misreporting problem is probably more widespread than
one may think considering that the sum of reported classical eta-squared val-
ues rarely approaches 1 and that the sum of partial eta-squared values rarely
exceeds 1.

Broader Impacts of
Erroneously Reported Eta-Squared Values

Why should this misreporting problem concern researchers in education
and psychology? For any multifactor ANOVA with more than one nonzero
source of variance, partial eta-squared values are greater than the corre-
sponding classical eta-squared values. In fact, partial eta-squared values can
be greater than .50 even if the corresponding classical eta-squared values
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are less than .20. In the six articles we use as examples, the sum of reported
classical eta-squared values ranged from 1.10 to 2.04 (M = 1.53 or 153% of
the total variation) for the analyses we highlighted. Thus, on average, the
reported classical eta-squared values were inflated by 53%, assuming that the
nonerror sources in each analysis accounted for 100% of the total variation. If
we assume more realistically that the nonerror sources accounted for be-
tween 10% and 75% of the total variation, on average the reported classical
eta-squared values were inflated by at least 78% and perhaps as much as
143%.

When considering the broader impacts of misreporting partial eta-
squared values as representing classical eta-squared values, we acknowledge
they depend on whether there was more than one factor with a SSfactor value
greater than 0 and whether the magnitude of the disparity between the two
values for a source of variance is small or large. From a theory-testing stand-
point, researchers who draw conclusions from inflated classical eta-squared
values will overestimate the influence of main effects and interaction effects.
These misguided conclusions will impact the further development and test-
ing of a theory. Another impact is that meta-analysts will compute inflated
study-level effect size estimates (ds or rs) from classical eta-squared values
without realizing they are actually partial eta-squared values. These study-
level effect size estimates will result in misguided meta-analytic conclusions
that, in turn, will impact the further development and testing of a theory.
Meta-analysts should thus be especially cautious and rely on other reported
statistics such as means, standard deviations, and sample sizes, or ds or rs,
instead of eta-squared values. If other statistics are not reported and if eta-
squared values are unreasonably high (i.e., they sum to nearly 1 or greater
than 1), meta-analysts should contact the authors to obtain information
needed to compute eta-squared values or exclude the study from the analysis.
Finally, researchers who draw conclusions from inflated classical eta-
squared values will make misguided recommendations regarding the use of a
costly treatment or intervention program about which the degree of success
was misrepresented in empirical trials.

In closing, we caution researchers on reporting accurate eta-squared val-
ues from multifactor ANOVA designs. We reinforce the distinction between
classical and partial eta-squared as measures of strength of association. This
distinction needs to be reinforced because researchers have erroneously
reported partial eta-squared values as representing classical eta-squared val-
ues. We illustrate this erroneous reporting using six articles recently pub-
lished in a diverse set of prestigious psychology journals. These illustrations
show that, on average, the erroneously reported values were inflated by at
least 53% and perhaps as much as 143%. Finally, we are not suggesting clas-
sical eta-squared values should be reported instead of partial eta-squared val-
ues. To the contrary, there are situations in which a partialled measure is pre-
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ferred over a classical measure (Breaugh, 2003; Cohen, 1973; Haase, 1983;
Keren & Lewis, 1979; Olejnik & Algina, 2000). These situations include
those in which researchers who used a multifactor design (a) want to report
an index of the strength of association between an independent variable and a
dependent variable that excludes variance produced by other factors or (b)
want to compare the strength of association between the same independent
variable and dependent variable across studies that have different factorial
designs. Regardless of whether they are classical or partial, eta-squared val-
ues should be accurately reported because inaccurately reported values can
have a detrimental impact on theory development, meta-analytic conclu-
sions, and the anticipated success of intervention programs.
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