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Abstract

The uses of wireless, DSL and cable for broadband access have become increasingly prevalent in metropolitan areas. While these technologies are being successfully utilized both in terms of service quality and economics in densely populated areas, there are still vast geographic regions where broadband services are either prohibitively expensive or simply unavailable at any price.  This paper examines several alternatives for using 2.4 GHz 802.11b (Wi-Fi) technology to provide fixed broadband access in rural areas consisting of towns, smaller remote communities, clusters of subscribers separated by large inter-cluster distances as well as widely scattered users. Our approach is to model a network based on realistic demographics, equipment and operations costs, service revenues, customer demand and usage, and to calculate the life-cycle economics in terms of capital investment and profitability. We consider the cost-benefits of several emerging technologies and architectures, including high gain antennas, dynamically steerable beam-forming antennas and multi-hop routing. Our results show that cost-effective, affordable high-speed wireless Internet access can be provided in rural and remote areas using non-traditional and innovative approaches, bridging the so-called “digital divide”.

1. Introduction

The demand for broadband access has grown steadily as users experience the convenience of high-speed response combined with “always on” connectivity. It is anticipated that well over 25 million users will have broadband service in the US by the end of 2003, provided by a combination of DSL, cable modem and wireless access systems. However, these users are predominantly located in urban, metropolitan areas, where the fixed infrastructure is available and has been upgraded to support high-speed Internet services. In rural and remote areas Internet users are less likely to be able to obtain broadband access due to a combination of technology and economic factors. Recent data shows that among farmers and ranchers in Montana, one of the least densely populated states, in 2003 63% have Internet access and over 70% have computers (http://www.nass.usda.gov/mt/pressrls/misc/compuse.htm). However, in spite of demand for higher grades of service, these users and others in rural areas are served predominantly by low-speed dial up access.

The potential of using fixed wireless for broadband access has been widely discussed [1], [2], [3] and is being realized in some urban and specialized applications using LMDS [4]. While considerable attention has been given to utilizing wireless in urban and metro areas, and in isolated, but densely populated villages, the prospect of serving rural areas with low population densities has received only limited attention, and typically for providing narrow band services [5]. Advances in wireless technology and system-level applications for data communications, now embodied in the 802.11 standards and commercialized by numerous suppliers as “Wi-Fi” open new possibilities for broadband fixed wireless access [6]. Public use of Wi-Fi is emerging in “hot spots” deployed in hotels, airports, coffee shops and other public places. There are an estimated 1800 local fixed network communication providers offering Wi-Fi wireless Internet access in metropolitan areas. The potential for using Wi-Fi to extend Internet access to less densely populated and isolated areas is being explored by several entrepreneurial service providers. These companies typically utilize Wi-Fi for “last mile” access and some form of radio link for back haul as well (e.g, see www.montanadsl.com and www.rapidwireless.net). The proliferation of Wi-Fi has resulted in significant reductions in equipment costs, with the majority of new laptop computers now being shipped with Wi-Fi adapters built in.

In this paper we begin with the premise that Wi-Fi is a viable technology for fixed wireless Internet access and explore the possibilities of using Wi-Fi cost-effectively in sparsely populated and rural areas. We use a “life cycle” approach, considering both capital and operations costs over a prolonged (e.g., 10-year) study period. Our model takes into account market demand and segmentation, customer adoption and retention (churn) rates, service pricing, as well as technology-based factors such as range, bandwidth, antenna gain, receiver sensitivities and signal strengths. To make the assessment realistic, we model a real rural area: Gallatin County, Montana, which has a population of 71,000 and a land area of over 2600 square miles, roughly twice the size of the state of Rhode Island .We model the entire county, including the major towns, satellite communities, and widely scattered rural population, thereby offering broadband access to all.

We consider first a baseline case where the network consists of wireless access points (APs) serving end users in a point-to-multipoint configuration, interconnected to switches or routers using point-to-point wireless back haul. We calculate the economic viability of this network in terms of the net present value (NPV) over a ten-year period, as well as the time to break even. Realistic economic parameters such as the cost of capital, customer service pricing, equipment and operations costs, leases, etc. are included. We then vary the model by incorporating several technology and architectural alternatives, such as high-gain antennas, beam forming and packet switching technology, and multi-hop networking to assess the cost benefits of innovative approaches.

2. Approach and Assumptions
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In our study Gallatin County in Montana is chosen as a typical area, as it includes a densely populated urban area, suburban areas, small communities and a large sparsely populated rural area consisting of farms and ranches. The total service area is categorized into 8 canonical areas (CAs) according to their demographic characteristics: each city or town is taken as an independent CA, all the other rural areas excluding the land covered by national forest are grouped as another CA. Current census data and projected growth rates are given in Table 1.

We assume two wireless Internet data service categories with asymmetrical upstream and downstream throughputs and corresponding average usage defined as low-speed (512 kbps asynchronous, 5% duty down, 1% duty up, 5 sessions/hour, 100seconds /session), and high-speed (1 Mbps asynchronous, 5% duty down, 1% duty up, 5 sessions/hour, 100seconds /session). The resulting average daily Internet traffic per user is about 0.37 G bits and about 0.72 G bits for low-speed and high-speed respectively. There is very little data available characterizing general public Internet usage. Dartmouth College reports that daily usage of their campus-wide Wi-Fi wireless network averaged 0.32 G bits per user in 2001 [7]. Our assumption for the traffic load is reasonable and conservative, anticipating that people will develop increased Internet use as time goes on. We note further that penetration of computers in rural areas is significant, suggesting that high levels of Internet access demand and usage should be anticipated. We assume the percentages of high or low-speed data service required by the potential users are 20% and 80% respectively, and vary this ratio in a sensitivity analysis. The ratio of total customers who subscribe to a particular service to the potential users (total population) at a point of time is described using a Fisher-Pry (S-shaped) model, assuming an initial penetration of 20%, final penetration of 80%, and a period to half of the final penetration of 3 years. This adoption rate is similar to that of cell phone users.

These services could potentially be provided by several competing wireless ISPs. The portion of service provided by a particular wireless ISP is modeled using a parameter to characterize market share. It is likely that few wireless ISPs would compete in an area with rural demographics. Hence we can assume a relatively high market share of 75% in the small communities and rural areas. In densely populated areas such as Bozeman, DSL may be available and the wireless ISP market share may be less. We test the sensitivity of our results to this factor later in the discussion section. We further assume that in each year, 5% of the subscribers leave the system (churn) and are immediately replaced in addition to any overall market growth.

The Customer Premises Equipment  (CPE) cost for data services is for the Wi-Fi network adapters, which are now readily available for about $50~$150, and potential external antennas. In the urban areas, end users may be able to access the service without external antennas. In the more rural areas, however, we anticipate that some users will need antennas mounted outside the premises, which would add approximately $200 to the CPE cost. In our analyses we assume that all CPE costs are borne by the consumers. 

We use the wireless network design tool Wireless SWAT for WISPs [8] to model the network structure and evaluate the economics of various scenarios. The model combines the capital, installation and operations costs for the wireless network elements, the backhaul links, switches, routers and connection to the Internet. It also includes the cost and expense of the operations support systems (OSS) necessary to provision, maintain and manage the network. The model calculates the engineering parameters: e.g., the total subscriber traffic, the number of nodes, links and facilities needed to cover the whole service area with sufficient capacity to meet the service demand. The model then calculates the multi-year financial results, e.g., NPV, Return Of Investment (ROI), cash flow, years to break even, etc., over the study period using the equipment capacities, demographics, service definitions and assumed values for market share, market penetration and pricing. The results are not a detailed engineering plan for the network. Rather, the calculation demonstrates the feasibility and rationality of the wireless network structure based on the financial and market assumptions combined with technology based engineering calculations. Different technologies, services, penetration rates, pricing, etc. can be used to evaluate the sensitivity of the results to the overall network design and to the various service, usage, and financial assumptions. 

3. Model

We assume the users are uniformly distributed in each CA and adopt an average of 2Mbps link throughput. A Wi-Fi wireless link has a maximum throughput of 11 Mbps, but this high data rate requires a high signal-to-noise ratio, thus leading to a relatively small AP coverage area. Propagation models with maximum range specified according to each of the CAs are adopted. In addition, we assume that each AP will serve a single site, requiring one RF channel and providing an average throughput of 2Mbps. These assumptions are appropriate where system requirements are dictated by the need to cover a large geographical area and when the user demand does not exceed the AP capacity. We explore the validity of these assumptions later. The simplified baseline network in this study is indicated in Figure 1(a).

Access points connect to Ethernet access switches over a 5.8 GHz U-NII wireless link. An 802.3/100Base-T wired link is used to connect the Ethernet switches to a central router. From the router, a Gigabit wired Ethernet link is used to connect to the Internet. Additionally, an AP Management System is included (not shown in the figure) to support the management and operations functions.
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Figure 1. (a) Baseline wireless network structure used in the study, and (b) part of the network with the multi-hop network structure applied
The baseline network model is specifically applicable to a CA where there is an Internet point of presence (Bozeman). CAs without local ISP access are modeled with the same network structure from the end users to the Ethernet access switches, and then 5.8 GHz U-NII wireless are used to connect the access switches directly with the router located in Bozeman. A separate router in each of these areas is not necessary due to the low total user traffic load. For the rural area we include  another layer of switches for aggregation after the first layer of Ethernet access switches to span the large coverage area. 

The performance parameters and costs of the network equipment, including both capital and expense, are based on typical, currently available commercial network-grade products suitable for outdoor use. Additional costs (e.g., land, tower for the access points, site preparation, installation, electrical power etc.) are modeled either as one-time capital investment included at the beginning of the study period or as an annual expense.

4. Results

4.1. Case A: Baseline Case

For APs in the baseline case, the outdoor propagation range at maximum transmit power setting with a 2.2dBi gain diversity dipole antenna is 800ft (244m)@11 Mbps and 2000ft(610m)@1 Mbps. Hence we use an AP coverage area radius of 244 meters for the more densely populated CAs with high average user traffic, and a coverage range of 610 meters for the sparsely populated rural areas with low average traffic. Monthly per subscriber service prices, $50/month for 512 kbps and $75/month for 1 Mbps are assumed in the baseline case, comparable to those currently offered by local ISPs. In the baseline model, we assume that 
coverage for the entire region is provided in the first year. We consider alternatives, such as building the network in steps over the study period, later in the discussion.


Table 2 Case A gives the NPV for the 10-year study period and the years to break even, for each CA and for the composite area. Densely populated areas have a high ROI and short period to break even, while the rural area has a negative NPV, indicating that it will not break even in this ten-year study period. The NPV of the composite area is seriously reduced by the investment required to serve the rural area. Figure 2(a) shows the capital and expense flows of the composite area over the study period. 
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Figure 2(a) indicates that the dominant capital investment is in the APs and the wireless links from the APs to the access switches. The large number of APs means that there is also a large investment in wireless links, further raising the capital cost. After the first year, operating costs, which include leases for AP sites, dominate the expense flow, and the large number of APs drives this number as well. These results indicate that as a whole the wireless network is “coverage-limited” over the entire study period. That is, the initial investment is needed to provide the coverage for the whole area, but on average, the demand per unit area never exceeds the capacity of an AP. Architectures and deployment strategies that would reduce the number of APs, particularly in the rural areas would make the network more financially attractive.  

4.2. Case B: Baseline Case with High Gain Antenna Applied

The baseline case results show that the wireless network cost is dominated by the large number of APs needed to cover the rural area. We therefore consider the alternative of providing the APs with high-gain antennas to extend the coverage range, while still limiting the maximum effective isotropic radiated power (EIRP) for each AP to that prescribed by FCC regulations. For this case, we use a 12dBi antenna with each AP, and leave all other assumptions unchanged. The additional cost for the high-gain antenna is $250. Assuming outdoor, line-of-sight propagation, the average AP range is almost tripled (The exact number would be adjusted according to terrain effects in a detailed engineering design.). Table 2 Case B and Figure 2(b) give the financial results for this alternative case.  The break-even points for the rural and composite areas are 3 years and 2 years respectively. The associated NPVs are $26.2M and $84.4M for the rural and composite areas over the ten-year period.

By comparing Figure 2 (a) with (b) we note that the capital investment, still dominated by APs and links, is reduced by a factor of 8. There are additional capital savings in backhaul due to the fewer number of APs as well. Even with the larger AP coverage area, the network is still coverage limited over the study period. 

4.3. Case C: Baseline Case with Switched Array Antennas 

The results for case B indicate the advantages of increasing the AP coverage area in this coverage-limited situation. We consider a second alternative, using recently introduced phased array antenna technology, combined with beam switching to increase the range and capacity of an AP. So called “packet beam” or PacketSteeringTM is being introduced for Wi-Fi networks by at least one vendor, Vivato, and shows promise in outdoor and indoor applications (www.vivato.net). APs equipped with these switched array antennas have a maximum outdoor line-of-sight transmission range of up to 4.2km at 11 Mbps and 7.2km at 1Mbps. Each switched array antenna covers up to 100( in the horizontal plane and up to 3 concurrent Wi-Fi beams provide connections on a packet-by-packet basis with a maximum throughput per channel of 11Mbps. Hence both increased coverage and increased capacity are achievable. 

We define Case C, using the assumptions of the baseline case and replacing the APs and diversity antennas with APs integrated with switched array antennas (AP/switch). Four AP/switches are needed per site and each AP/switch connects to a common Ethernet hub. Wireless links are used to connect to the access switches and the remainder of the network infrastructure is unchanged. Table 2 Case C and Figure 2 (c) give the financial results for this case. 
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The break-even point for the rural area alone is in 3 years, while the composite area is in 1 year. The NPVs at the end of 10th year for rural and composite areas are $28.3M and $86.1M respectively. For the composite area, this is a factor of 10 improvement over the baseline case and a little higher than the NPV of Case B. 
By comparing Table 2 Case A, B and C, we note that the use of high-gain antennas and switched array antennas yields similar cost benefits, but Case C has an advantage over Case B in that it needs less initial capital investment and the capital investments are more uniformly distributed over the whole study period. As the AP coverage area for cases A, B and C are increasingly larger, the maximum subscriber density served decreases accordingly. For the assumed traffic and usage characteristics, we find that the subscriber densities where an AP becomes capacity-limited are 53, 7 and 5 subscribers per square mile for cases A, B and C respectively. 
Figure 3 compares the discounted cash flows for the composite area for the three cases. The data indicate that cases B and C have similar and very attractive financial outcomes. The further increase of the capacity in APs of Case C makes it slightly more cost effective than Case B. From the point view of a real engineering design, case C requires fewer AP sites than case B, which offers further operations and management cost advantages. Hence, for this specific wireless network, the use of switched array antennas is the most cost-effective and favorable approach.
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Fig 3. Discounted cash flow graph of the composite area for the three cases
4.4. Case D: Multi-hop Connections 

For the baseline case, the large investment in APs and associated backhaul links to cover the low-density rural area limits the financial viability of the network. Every AP is connected to the access switch by an independent wireless link. Here we explore an alternative to point-to-point backhaul by considering the use of APs in a multi-hop configuration to handle the backhaul traffic. This approach is particularly attractive in the coverage-limited domain where the backhaul bandwidth requirement is low. 

In a multi-hop network structure, we install two APs instead of one at each AP site as defined in the baseline case. Part of the network configuration is shown in Fig 1 (b). One AP is used for the usual conventional function of serving subscribers in the coverage area, while the second AP is configured to operate as a wireless Ethernet bridge to communicate with another AP or connect to the access switch over a wireless link. The trade off is that the number of APs is almost doubled while the number of wireless links decreases by a factor of two, and the number of access switches is accordingly lower. As the cost of a point-to-point wireless backhaul link is almost ten times higher than that of the pair of APs, the use of a multi-hop network will significantly reduce the capital investment. 

The AP chain can be extended (e.g., increase the number of hops), but the total number of hops will be constrained by the capacity of an AP. Alternate routing may be needed to avoid congestion and may also be used to increase network reliability [9]. Excessive delay (and delay variation if routing is variable) is an additional concern and may limit the applicability of this approach for real-time services. Further study is needed to establish the technical and economic viability of this approach.

5. Discussion

The baseline case and alternative case results indicate considerable promise in cost effectively providing affordable, Wi-Fi-based high-speed Internet access in rural areas. We consider here the sensitivity of these conclusions to several of the study assumptions. First we note that our analysis assumes that all CPE costs are borne by the end user. This position is substantiated by the high percentage of households and businesses that already have network-ready computers and the trend to include Wi-Fi technology in new products. We note also that consumers are accustomed to paying directly, or through long–term contracts with rebates, for cable and DSL modems. We therefore surmise that a wireless ISP can expect that consumers will agree to similar pricing approaches.

We have tested the robustness of our results to several of the major assumptions. Network equipment costs used in our model are “typical retail prices”, available from vendor web sites, and are an upper bound, as vendors normally offer discounted prices in volume sales to service providers. We have also used static prices, ignoring the trend of more performance at lower cost that is driven by a combination of volume production. We have tested the sensitivity of our results to our assumptions regarding user preference for low-speed and high-speed services. If a larger percentage of users were to subscribe to high-speed (1 Mbps) access, the traffic load would increase and more network equipment might be required, but at the same time, the revenues would increase. We calculated the impact of this trend on Case B for several alternative scenarios: 50% and 80% usage of high-speed service. The results shown in Table 3(a) indicate that the network remains coverage-limited. The increased traffic generates more revenue without requiring additional investment.
Our initial assumption that Wi-Fi access can compete effectively where DSL is available may be optimistic and skew the results. We test the impact of DSL by excluding densely populated areas such as Bozeman from the study area. For Case A, the resulting 10-year NPV would be negative. However, for Cases B and C, the NPVs would be $51.4M and $52.5M respectively, indicating providing wireless Internet access to small communities and rural areas is still economically viable.
The network roll out strategy may be a key factor in assuring successful deployment. In all our cases we assumed that the network would be deployed quickly to provide service in the entire coverage area at the beginning of the study period. This led to large initial capital investment that might not be feasible for a start up operator. The results suggest that a phased deployment, where the network is constructed first in the densely populated areas where the break-even point is short, would be attractive, and revenues could then be used to provide the capital needed to offer coverage in the less profitable rural areas. The results for case C, where the higher population density areas become capacity limited, indicate the benefits of this approach. Such scenarios require further assessment but are beyond the scope of this study.
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Table 3. Impact of increased traffic load on the financial performance (a) and the effect of raising the discount rate on the financial results (b)
Finally, we tested the sensitivity of our findings to a key financial parameter, the discount rate. The value of this factor is determined by a combination of effects including the prevailing interest rates and the risk associated with the investment. The latter is a highly subjective consideration, and one might question the viability of a rural Internet access business and ascribe a higher discount rate to the analysis. We compared the results for Case B, by varying the discount rate between 10% and 25%. Results in Table 3 (b) indicate that though the years to break even are the same, the NPV decreases significantly as the discount rate rises, but still remains positive.
6. Conclusions

Our results show that with reasonable assumptions for equipment costs, customer adoption rates, services prices and market share, a Wi-Fi-based broadband Internet access network is financially viable in a rural area. Technology and architecture alternatives, as evidenced by our cases B, C and D can improve the cost effectiveness and financial performance. Our results are based on a high-level study, which is technology-based and uses engineering models, but is not a detailed site-specific design, which would include local terrain factors, necessary to design an actual network. Such a further study would be the next step in developing both a network and business plan.

Several other factors require additional attention. We did not explicitly address issues such as availability and reliability in our network design. We did use costs for network grade equipment but did not impose design constraints such as redundancy to assure service availability comparable to franchised wire line networks. We assumed the use of commercial power and did not include a factor for backup power. Whether this is necessary for Internet service is an open question and outside the scope of this study.

These results point to several areas for further investigation. The potential for offering voice services needs additional attention. Our results indicate that this is viable from a capacity perspective, but other issues such as interconnection with the PSTN and the possibility of supporting voice grade service with sufficient quality and associated features requires further study.  Our results indicate that alternative architectures, such as mesh networks and multi-hop routing have promise in the rural domain but need further examination to be effectively exploited. Finally, we have restricted our study to 802.11b. Other 802.11 technologies, such as 802.11a (at 5 GHz and 802.11g at 2.4 GHz) are now standard and becoming available. The increased capacity offered by these alternatives would be applicable in high-demand areas and should be explored.
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Canonical Area (CA)�
Resident Population 2000 Census�
Land Area, excluding National Forests (mile)�
Population Density (persons/sq mile)�
Average Annual Growth Rate (%) 1990 to 2000�
�
Amsterdam-Churchill �
727�
4.1�
178�
1.9*�
�
Belgrade city�
6893�
7.2�
958�
5.0�
�
Bozeman city�
31591�
13.1�
2410�
1.9�
�
Four Corners �
1828�
10.2�
179�
1.9*�
�
Manhattan town�
1396�
0.6�
2289�
3.0�
�
Three Forks city�
1728�
1.3�
1361�
3.7�
�
West Yellowstone �
1177�
0.8�
1453�
2.6�
�
Rural area�
22491�
1580.2�
15�
1.9*�
�
Total�
67831�
1617.5�
41.9�
1.9�
�
 Table 1. Demographic information for the cities or towns of Gallatin County 


  


 (*: These data were not given in the Census 2000, the average annual growth rate for the whole Gallatin County was used instead.)
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Case  & Items  �
Amsterdam-Churchill�
Belgrade �
Bozeman �
Four Corners�
Manhattan�
Three Forks �
West Yellow Stone�
Rural area�
Composite area�
�
Case A�
NPV ($K)�
966�
13015�
30486�
2272�
2173�
2850�
1746�
-46165�
7345�
�
�
Years to break even�
3�
1�
2�
3�
2�
2�
2�
N/A�
10�
�
Case B�
NPV ($K)�
1134�
13638�
33475�
2723�
2332�
3074�
1876�
26176�
84430�
�
�
Years to break even�
1�
1�
1�
1�
1�
1�
1�
3�
2�
�
Case C�
NPV ($K)�
1013�
13629�
33616�
2640�
2219�
2972�
1755�
28254�
86101�
�
�
Years to break even�
2�
1�
1�
1�
1�
1�
2�
3�
1�
�
Table 2. NPV and years to break even for of each CA and the composite area for the three different cases.
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Figure 2. Capital and expense flows for the composite area in the ten-year study period, (a) Baseline case, (b) Case B and (c) Case C
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                                      Items


Percentage of User�
NPV ($K)�
Years to break even�
�
1Mbps�
512Kbps�
�
�
�
20%�
80%�
84430�
2�
�
50%�
50%�
99580�
2�
�
80%�
20%�
107261�
2�
�
(a)
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Discount Rate�
NPV ($K)�
Years to break even�
�
10%�
84430�
2�
�
15%�
63590�
2�
�
20%�
48980�
2�
�
25%�
38490�
2�
�
(b)
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