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ABSTRACT
The predictive validity of reaction time as an actual (objective) and a perceived cue to deception was tested in two experiments 
differing in question presentation methodology. Participants were video recorded while giving truthful and dishonest verbal re-
sponses to autobiographical questions under high and low cognitive load, and coders later viewed the recordings to detect their 
responses. We hypothesized that lie reaction times (RTs) would be significantly longer than truthful RTs and that longer RTs 
would be associated with differential lie and truth detection accuracy. We did not make any predictions regarding cognitive load, 
considering the current literature has produced mixed results. Our hypotheses were supported by the data. Results of our load 
manipulation differed between Experiment 1 and Experiment 2, leaving us questioning its validity. We provide many suggestions 
for future research regarding experimental methodologies measuring deception and cognitive load.

1   |   Introduction

Decades of deception research demonstrates that there are no 
universally valid individual cues to detect deception (Hartwig 
and Bond 2011; Vrij 2008) and that humans fare no better than 
chance accuracy at discriminating truthful from dishonest mes-
sages (Bond and DePaulo 2006). However, recent research on the 
cognitive processes involved in deception has found promising 
evidence for the use of reaction time (RT) measures as an indica-
tor of deceit (Suchotzki et al. 2017). We define RT as synonymous 
with response latency, which is the time elapsed from the end 
of a question being presented until the initiation of a response 
(DePaulo et al. 2003). Lies are generally associated with longer 
RTs than truthful responses, which may indicate deception to 
be a more cognitively demanding activity. Walczyk et al. (2003) 
demonstrated this to be at least partially due to the construction 
(Experiment 1) and decision-making (Experiment 2) compo-
nents that theoretically underlie the process of lie generation, 

finding lies to take reliably longer to initiate than truthful re-
sponses in both experiments (see Walczyk et al. 2003, 2014 for 
a detailed description of the decision and construction compo-
nents involved in lie generation). Furthermore, paradigms like 
the Concealed Information Test (formally the Guilty Knowledge 
Test) in which participants must only respond with simple yes or 
no verbal or behavioral responses to old or new stimuli show ev-
idence of longer RTs to stimuli participants deceptively conceal 
from examiners (Seymour et al. 2000), which suggests a higher 
cognitive load experienced when deceiving driven by necessar-
ily suppressing truthful information (Vrij 2015).

Because deception is theorized as more cognitively demanding 
than telling the truth (Gombos  2006; Zuckerman et  al.  1981), 
a common experimental approach to assess differences be-
tween liars and truth tellers is to increase cognitive load upon 
individuals answering questions, with the goal of exacerbating 
observable cues in liars (Blandón-Gitlin et al. 2014; Vrij 2015). 
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Evidence is mixed as to whether increasing cognitive load dis-
proportionately affects liars' RTs (Verschuere et  al.  2018) and 
further research is needed to examine this relationship.

Despite evidence suggesting that RT is an objective cue to decep-
tion, there is little evidence that human lie detectors reliably use 
RTs to detect deception. It is an empirical question whether lon-
ger RTs observed in experimental settings are associated with 
lie judgments made by detectors. Furthermore, the influence of 
cognitive load on RTs and deception detection is unexplored.

1.1   |   Reaction Time as an Actual Cue to Deception

RTs were originally considered unreliable deception cues 
in early meta-analyses (DePaulo et  al.  2003; Zuckerman 
et al.  1981). However, studies included in these meta-analyses 
used a broad range of paradigms and imprecise measures for as-
sessing RTs (e.g., stopwatches; Suchotzki et al. 2017). Moreover, 
DePaulo et  al.  (2003) found that the RT effect size between 
unplanned and planned deceptive responses was significant 
(d = 0.20), highlighting planning as an important moderator of 
deceptive RTs. This suggests that RTs may be effective deception 
cues under certain conditions, such as when lies are told sponta-
neously relative to when they are rehearsed.

More recent meta-analyses provide promising evidence that 
RTs are an objective deception cue. For example, Sporer and 
Schwandt  (2006) assessed paraverbal deception cues, a cate-
gory that includes RT, message duration, total words produced, 
pauses, speech errors, speech rate, repetitions, and speech pitch, 
finding that lie RTs were significantly longer than truth RTs 
across five out of their six moderator variable analyses. They con-
cluded that longer lie RTs reflect cognitive difficulty rather than 
any experienced emotions or arousal, finding the largest effect 
size between studies varying in preparation time. Further sup-
port for RTs as a deception cue was demonstrated in Suchotzki 
et al. (2017), whose meta-analysis accounted for limitations pre-
sented in DePaulo et al. (2003) by using computer measures to 
record RTs, instructing participants to answer each question 
immediately after it was asked, and averaging RTs across a large 
number of trials (~20/condition). The authors found a large RT 
effect (d = 1.049) even after accounting for publication bias, such 
that lies took reliably longer to initiate than truthful responses.

1.2   |   Reaction Time as a Perceived Cue to 
Deception

There is evidence that RTs are used by human lie detectors 
when detecting deception from meta-analyses (Hartwig and 
Bond 2011; Zuckerman et al. 1981) and some older research. For 
example, Harrison et al. (1978) found long RTs were more often 
judged as lies, regardless of whether they preceded actual lie or 
truth responses. This suggests that long RTs are associated with 
an increased probability of correctly classifying lie responses, 
but also with a decreased probability of correctly classifying 
truth responses.

Other studies manipulated audio recordings by inserting pauses 
between questions and answers to test whether RT length would 

affect detection accuracy. Baskett and Freedle  (1974) inserted 
nine different lengths of RTs [from very short (0.07 s) to very long 
(6.07 s)] into audio recordings of participants' stating whether 
certain adjectives were self-descriptive and then had detectors 
judge each responses' veracity. They found that either very short 
or very long RTs were significantly associated with the proba-
bility of responses being judged as lies, but that the intermedi-
ate range of RTs had no effect on detector judgments. Similarly, 
Kraut (1978, Experiment 2) inserted either a 1 or a 7 s pause into 
audio recordings in which a confederate either confessed or 
denied using marijuana in an interview. Detectors were more 
likely to judge the long pause denial responses as lies, but the 
long pause admission responses as truthful, as the former was 
seen as self-serving and the latter as self-damaging. Both studies 
suggest RTs may influence human lie detector accuracy, and the 
latter mentioned study suggests a combined effect of long RTs 
and the content of the lie on detection accuracy.

Finally, how may RTs be associated with deception detection in 
real-world settings? Experimental evidence shows that RTs can be 
used in questioning procedures like the concealed information test 
to measure differences in the time taken to respond to questions 
when individuals are concealing information relative to questions 
in which no information is concealed (Seymour et al. 2000). This 
suggests that under controlled questioning procedures, RTs may 
be used to discriminate individuals who are concealing informa-
tion from those who are not concealing information, with infor-
mation concealment (i.e., truth suppression) considered to be a 
necessary component of lying (Vrij 2015). Additionally, RT may 
serve as a substitute measure for pauses in deception detection, 
which Vrij and Mann (2001) found to reliably discriminate decep-
tive from truthful messages for a criminal suspect when interro-
gated for murder. Long pauses in that study were associated with 
having to think hard. In two follow-up studies analyzing high-
stakes lies told by samples of 16 and 14 individuals, respectively, 
having to think hard was associated with pauses occurring during 
lie responses (Mann et al. 2002) and better lie detection accuracy 
for human lie detectors (Mann and Vrij 2006). Thus, the ability 
to detect lies in real-world settings may be affected by how long it 
takes someone to construct an answer either following a question 
or after they have begun speaking, suggesting lie detection may be 
affected by the length of RTs preceding answers.

1.3   |   The Cognitive Load Approach (CLA)

Given that lying is theorized to impose an intrinsic cognitive load 
upon the deceiver (Walczyk et al. 2013; Zuckerman et al. 1981), re-
searchers have attempted to exacerbate any observable deception 
cues by further increasing respondents' cognitive load, using what 
is called the cognitive load approach (CLA) (Vrij et al. 2008). The 
CLA proposes that increasing cognitive load should dispropor-
tionately affect lie responses more than truth responses, because 
the increased cognitive effort imposed by the load should interfere 
with the already cognitively effortful act of lying. Experimentally, 
cognitive load has been increased by having respondents main-
tain eye contact with the interviewer, tell their stories in reverse 
chronological order (Vrij et al. 2017), answer unexpected questions 
(Walczyk et al. 2013), or perform demanding secondary tasks (Vrij 
et al. 2006). These manipulations are effective at extracting cues 
exhibited by liars more so than truth-tellers during structured 
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interviews (Vrij 2015); however, they are less often examined using 
experimental short-answer paradigms purposed to assess the cog-
nitive processes that facilitate lie generation. Some studies have 
successfully increased lie RTs using cognitive load manipulations 
(Visu-Petra et al.  2013; Williams et al.  2013), but overall results 
are mixed regarding the effects of increasing cognitive load on lie 
and truth RTs (Verschuere et al. 2018). More research is needed to 
verify whether lie RTs can be reliably increased in experimental 
settings.

Because longer RTs when lying than telling the truth are sug-
gestive of additional cognitive effort needed to lie (Sporer and 
Schwandt 2006; Walczyk et al. 2003), and because the CLA pro-
poses that lying should be more discernable under high cognitive 
load than low cognitive load, it is possible that increasing cogni-
tive load will be associated with increased RTs when lying and 
subsequently, increased human lie detector accuracy. We base 
this speculation on findings from Maldonado et  al.  (2018), in 
which participants answered questions truthfully and dishonestly 
under high and low cognitive load while either being simultane-
ously detected by another participant (Experiment 1a) or audio–
video recorded and detected later by observers of the recordings 
(Experiment 1b). Before the deception task, participants com-
pleted two complex span tasks to assess working memory capac-
ity, to assess the association between the cognitive ability of liars 
and the ability of observers to correctly detect their responses as 
truthful or dishonest. Maldonado et al. (2018) demonstrated that 
participants lower in working memory capacity were more detect-
able than higher working memory capacity participants under in-
creased cognitive load. This possibly suggests that the complexity 
of lying under load was better handled by individuals higher in 
cognitive ability. Furthermore, those detecting participants in per-
son were asked at the end of the experiment what they thought 
indicated that the other participant was lying, with ~75% of partic-
ipants suggesting long RTs (e.g., “hesitation”) as being associated 
with lie responses. Considering these findings, and because RTs 
were not measured in that study, our goal with the current study 
was to examine the relationship between RTs, cognitive load, and 
human lie detection. To our knowledge, no study has assessed this 
relationship, but we believe it is a worthwhile endeavor to improve 
our understanding of how cognitively difficult lies may be detected 
using RTs.

2   |   Current Experiments and Hypotheses

We tested whether RT serves as both an actual and perceived 
cue to deception. We also tested whether imposing additional 
cognitive load upon participants would increase lie RTs, mak-
ing them more discriminable from truth RTs, and whether this 
effect of cognitive load on RTs would influence observers' abil-
ities to correctly detect participants' lie responses. Specifically, 
we conducted two experiments in which individuals gave spon-
taneous truthful and dishonest responses to test the following 
hypotheses:

H1.  RTs will be significantly longer preceding lie than truth 
responses.

This hypothesis is based on the RT deception effect size re-
ported in Suchotzki et  al.  (2017), as well as the finding that 

spontaneously delivered lies are associated with longer RTs than 
spontaneously delivered truthful messages (DePaulo et al. 2003; 
Sporer and Schwandt 2006).

H2.  Long lie RTs will be associated with increased lie detection 
accuracy and an increased probability of hits, in which detectors 
correctly classify lie responses as lie responses.

This hypothesis is based on a majority of Maldonado et al.'s (2018, 
Experiment 1a) sample mentioning RTs as used in deception de-
tection, the other studies in which RTs were reported by detec-
tors (Harrison et al. 1978; Hartwig and Bond 2011; Zuckerman 
et  al.  1981), and studies in which experimentally manipu-
lated RTs affected detection ability (Baskett and Freedle 1974; 
Kraut 1978, Experiment 2).

H3.  Long truth RTs will be associated with decreased truth 
detection accuracy and an increased probability of false alarms, 
in which detectors incorrectly classify truth responses as lie 
responses.

This hypothesis is based on Harrison et  al.'s  (1978) finding 
that both truth and lie responses preceded by long RTs were 
judged as lies, and the finding that appearing to think hard be-
fore responding is more often an objective deception cue that 
discriminates lies and truthful messages given by individuals 
being interrogated for serious crimes (Mann et al. 2002; Vrij and 
Mann 2001) and a perceived deception cue that improves lie de-
tection accuracy (Mann and Vrij 2006).

Because evidence is mixed regarding the effects of increasing 
cognitive load on deceptive RTs (Verschuere et al. 2018) and be-
cause the relationship between cognitive load, RTs, and detect-
ability has not been empirically examined, no hypotheses were 
made regarding our cognitive load manipulation. We performed 
exploratory analyses testing whether increasing cognitive load 
disproportionately increases lie RTs, which may subsequently 
affect lie detection.

3   |   Experiment 1

Our first experiment was conducted similarly to Maldonado 
et al. (2018), but included RTs as the main dependent measure. 
Our procedure followed the suggestions of Suchotzki et al. (2017) 
by using precise methods to measure RTs and instructing partic-
ipants to answer rapidly following questions. Additionally, our 
deception task did not allow participants to prepare their decep-
tive responses in advance to prevent planning from potentially 
affecting RTs. Another test battery was performed to test sepa-
rate hypotheses that were not part of the current study, so it will 
not be mentioned further.1,2

3.1   |   Method

3.1.1   |   Participants

The overall response type effect on RTs is very large (d = 1.049; 
Suchotzki et al. 2017). However, we were interested in the in-
teraction between response type and cognitive load. Because 
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the evidence for this interaction effect is mixed (Verschuere 
et  al.  2018), we estimated our sample size to be large enough 
to yield a small-to-moderate interaction effect size (Cohen's d 
between 0.2 and 0.5). A power analysis using G*Power version 
3.197 estimating a Cohen's d = 0.35 (which corresponds to an ef-
fect size f = 0.175) yielded a sample size of 72 participants for a 
repeated measures ANOVA with power of 0.95. By the end of 
the semester, we had run 76 students (60% male) from Montana 
State University, who participated via an online SONA systems 
recruitment pool in which participants signed up for an hour-
long session to receive partial course credit for an Introductory 
to Psychology course. This experiment was approved by the 
Montana State University Institutional Review Board (Protocol 
# 2023-915-EXPEDITED) and all participants signed a written 
informed consent form immediately upon arrival. We did not 
ask participants to report their ages, but this population consists 
mostly 18- to 20-year-old students. Only one participant was al-
lowed to sign up per session. Our final sample included 75 par-
ticipants after we eliminated data from one participant whose 
RTs were dramatically greater than the mean (all conditions 
> 3.5 SD).

3.1.2   |   Design and Procedure

The experiment included both Load (high and low) and Response 
Type (truth and lie) manipulated within-subjects, and RTs as 
the dependent variable. When participants arrived, they signed 
a consent form and then received a 64-item autobiographical 
questionnaire taken from Maldonado et al. (2018) that they were 
instructed to answer truthfully. The questions required simple 1- 
to 2-word short answers. Maldonado et al. chose questions with 
simple 1- to 2-word answers because they allowed for intrusion 
of a correct response that needed to be suppressed when lying, 
controlled for complexity of answers (Walczyk et al. 2013), and 
avoided repetition, which allowed us to examine RTs without 
establishing episodic stimulus–response contingencies between 
questions and responses.

3.1.2.1   |   Deception Task.  Research assistants, who 
were unaware of the experimental hypotheses, ran partici-
pants through the study. Specifically, although the research 
assistants knew the study included prompts for participants 
to give lie and truth responses, they were not told anything 
about the possible effects of cognitive load or anything regard-
ing a hypothesized relation between RT and the different 
response types. Participants first read instructions on screen 
that described the upcoming task. For each of four memory 
load blocks, participants would see an onscreen 4 × 4 matrix 
(adapted from Heyman et  al.  2015) for 4 s containing either 
four dots in a straight line for the low load condition or six 
dots scattered throughout the matrix for the high load con-
dition. Participants were told to remember the location 
of the dots for later recall. After the matrix disappeared, par-
ticipants were instructed to respond as quickly as possible, 
via microphone response, to eight pseudo-randomly picked 
questions from the 64-item questionnaire completed earlier. 
Participants saw each of the eight questions in the follow-
ing sequence and all computer instructions were displayed 
in Courier New 18-point font. First, a response cue (“Truth” 
or “Lie”) appeared centrally on screen for 4 s to indicate how 

participants should respond to the following question. After 
the cue, a screen appeared showing “Experimenter will read 
question” and the experimenter read the question aloud from 
a script and then immediately pressed the space bar, which 
triggered the E-prime serial response box to record RTs from 
the attached microphone during a screen that displayed 
“Please provide your answer.” We chose to have experimenters 
press the space bar to trigger the voice key because questions 
varied greatly in length (from 5 words in “What is your dream 
car?” to 15 words in “If you could only have one thing, what 
would you bring onto a deserted island?”). As a result, the mea-
surement error introduced by differential reading times across 
questions would have been much greater than any potential 
error created by trial-to-trial differences in experimenter's 
time to press the space bar. We further discuss possible mea-
surement error concerns from this procedure in the results 
and discussion sections. After the response, a 1000 ms blank 
screen appeared followed by the response cue for the next 
trial. After answering all eight questions, a blank 4 × 4 matrix 
appeared onscreen, and participants filled in the correspond-
ing blank matrix on a paper in front of them with the locations 
of dots held in memory. Participant performance on the cog-
nitive load dot matrix task was determined by how many 
dots they recalled in their correct location within the matrix, 
receiving a point for each correct location.

Participants completed a total of four blocks of eight questions 
each, with two blocks under low load and two blocks under 
high load. There were four versions to counterbalance questions 
across load and response type. Participants' faces and upper 
bodies were audio–video recorded throughout the task, so these 
recordings could be used in the detection task.

3.1.2.2   |   Detection Task.  Three research assistants,3 who 
did not assist with the deception task procedure and were also 
unaware of the experimental hypotheses, served as coders 
of the video recordings of the participants from that task. Spe-
cifically, alhtough they knew that participants had given lie 
and truth responses, they were not told of the cognitive load 
manipulation or that the participants's RTs to answer questions 
had been collected. The coders were given packets with the par-
ticipants' number at the top of the page and question numbers 
listed beneath them with blank lines next to the question num-
bers. The coders were instructed to watch the video recordings 
of the participants and to indicate in the blank lines whether 
they believed the participants were responding with a truth-
ful response (by writing a “T”) or a lie response (by writing an 
“L”) after each of their answers. No further instructions were 
given as part of this procedure to the coders, and they were only 
to make their judgments based on their own intuitive beliefs 
about deception.

3.2   |   Results

3.2.1   |   Data Scoring

Correct responses for the deception task were based on the 
answers marked by participants on the autobiographical ques-
tionnaire. Correct lie responses were any responses given that 
differed from the answer marked on the questionnaire when 

 10990720, 2025, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/acp.70075 by K

eith H
utchison - M

ontana State U
niversity L

ibrary , W
iley O

nline L
ibrary on [30/05/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



5 of 15

instructed to lie, and correct truth responses matched those 
from the questionnaire when instructed to tell the truth. Only 
these correct responses were included in all RT analyses, and 
questions that participants did not answer were omitted before 
analysis. This involved removing trials with microphone er-
rors (3.8%) or when the participant did not answer or comply 
with instructions (6.8%). Next, because RT distributions tend to 
be positively skewed, outliers were removed per Van Selst and 
Jolicoeur's (1994) nonrecursive procedure. It removed an addi-
tional 1.1% of the correct RTs.

For the detection task, we examined the coders' abilities to 
discriminate deceptive from truthful responses using signal 
detection analysis (Macmillan and Creelman  2005) with d′ 
(standardized hit score minus standardized false alarm divided 
by the square root of 2) and C (the negated sum of the standard-
ized hit and false alarm scores divided by the square root of 2) as 
criterion variables. These formulas are based on two alternative 
forced choice designs (Macmillan and Creelman 2005, 271). We 
use MacMillan and Creelman's (Macmillan and Creelman 2005, 
21) correction by changing 0 or 1 values to 0.05 and 0.95, respec-
tively. All confidence intervals reported are 95% confidence 
intervals. In all analyses reported below, significant effects con-
tain a two-tailed p value < 0.05 and partial eta-square (ƞp

2) as 
our measure of effect size.

3.2.2   |   Cognitive Load Manipulation

Because participants each performed two blocks of questions 
under two levels of cognitive load, they were able to receive a 
total of 8 points for recall performance under low load (4 memo-
rized dots per block) and 12 points for recall performance under 
high load (6 memorized dots per block). Each participant's pro-
portion of accurate dot recall was determined by dividing their 
total number of correctly identified dot locations by the total pos-
sible score within each load condition. A paired samples t-test 
determined participants were significantly more accurate under 
low load than under high load (μ = 0.95 for low load; μ = 0.81 for 
high load; t (74) = 5.726, p < 0.001, CI [0.091, 0.189]), confirming 
that the high load condition was indeed significantly more diffi-
cult than the low load condition.

3.2.3   |   ANOVA Results

RTs were analyzed using the general linear model with Load 
and Response Type as within-subject factors. Table 1 presents 
the mean trimmed RTs from all participants in each condition. 
Our first hypothesis was supported, such that RTs were longer 
for lie than for truth responses, as confirmed by a main effect of 
Response Type (F(1,74) = 42.52, p < 0.001, ƞp

2 = 0.37). The main 
effect of Load was not significant (F(1,74) = 1.152, p = 0.287, 
ƞp

2 = 0.02). However, the Response Type × Load interaction was 
also significant (F(1,74) = 6.147, p = 0.015, ƞp

2 = 0.08). Simple ef-
fects tests demonstrated that lie RTs were longer than truth RTs 
under high load (353 ms) than under low load (181 ms), which 
is consistent with the CLA. Table 1 shows that truth RTs were 
non-significantly slower under low load than under high load, 
contributing to the larger RT difference in Response Type under 
high load.

3.2.4   |   Reaction Time Measurement Error?

One potential concern with our procedure is that having the 
experimenter trigger the voice key may add random error (i.e., 
noise) into the RT data, which could diminish the study's power 
to detect differences across conditions. Such noise would re-
duce the consistency (i.e., reliability) of participants' RTs for 
each condition. However, our obtained RT reliabilities were 
very high (0.76 for truth responses; 0.75 for lie responses). In 
fact, this value surpassed reliabilities from past studies using 
computer-triggered methods in word pronunciation or lexical 
decision studies (0.55–0.72, see Hutchison et al. 2008; Keuleers 
et al. 2012). Given this, we believe our procedure produced very 
limited noise in our dependent measure, allowing us to effec-
tively detect the main effect of Response Type and the signifi-
cant Response Type × Load interaction.

3.2.5   |   Multiple Regression

To test our second and third hypotheses, first we correlated d′ 
between our coders separately for participant responses given 
under high and low load, as shown in Tables 2 and 3, respec-
tively. These analyses reveal mostly significant positive correla-
tions between our coders when detecting participants' responses 
under high load, but not when detecting participants' responses 
under low load. Second, we regressed the average d′ across the 
three coders on the trimmed RT values in separate regression 
analyses within their respective load conditions. For the high 
load condition, the regression model was significant [r2 = 0.094, 
F(2,74) = 3.722, p = 0.029]. RTs for lie responses were a signifi-
cant positive predictor of d′ [β = 0.409, t (74) = 2.269, p = 0.026]. 
As higher d′ is associated with a higher hit rate, this means that 
longer lie RTs were associated with coders' abilities to correctly 
detect lie responses, supporting our second hypothesis. Also, 
supporting our third hypothesis, RTs for truthful responses were 
a significant negative predictor of d′ [β = −0.490, t (74) = 2.719, 
p = 0.008], meaning longer truthful RTs were associated with 

TABLE 1    |    Reaction time means and standard deviations (in ms) for 
Experiment 1.

High load Low load Difference

Lie 1294 (591) 1266 (558) 28

Truth 941 (398) 1085 (725) (−144)

Difference 353*** 181**

Note: ** indicates the difference is significant at the p < 0.01 level. *** indicates 
the difference is significant at the p < 0.001 level.

TABLE 2    |    Correlations between coders when detecting responses 
under high load for Experiment 1.

Coder 1 Coder 2 Coder 3

Coder 1 —

Coder 2 0.255* —

Coder 3 0.288* 0.165 —

Note: * indicates the difference is significant at the p < 0.05 level.
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6 of 15 Applied Cognitive Psychology, 2025

more false alarms, impairing coders' truth detection accuracy. 
Partial regression plots depicting the relationships between d′ 
and lie and truth RTs under high load are shown in Figures 1 
and 2, respectively. In contrast to the high load condition, the 
regression model for the low load condition was not significant 
[r2 = 0.015, F(2,74) = 0.559, p = 0.574]. Although the relationship 
between RTs and d′ was in the same predicted direction as that 
found under high load, neither lie RTs nor truth RTs under low 

load significantly predicted d′ [β = 0.115, t (74) = 0.725, p = 0.471 
for lie RTs; β = −0.167, t (74) = 1.057, p = 0.294 for truth RTs].

We next ran the same set of regression analyses by regressing C 
on the same predictor variables. Neither regression model was 
significant [r2 = 0.059, F(2,74) = 2.251, p = 0.113 for high load; 
r2 = 0.056, F(2, 74) = 2.118, p = 0.128 for low load] suggesting 
that RTs were not associated with our coders' criterion used for 
detection under either load condition.

3.3   |   Discussion

We found lie RTs to be significantly longer than truthful RTs 
and provide partial support for the CLA by showing a larger 
difference between lie and truth RTs under high load than 
under low load. Because truth RTs were numerically greater 
under low load (M = 1085, SD = 725) than high load (M = 941, 
SD = 396; t (74) = 1.985, p = 0.051), and lie RTs were unaffected 

TABLE 3    |    Correlations between coders when detecting responses 
under low load for Experiment 1.

Coder 1 Coder 2 Coder 3

Coder 1 —

Coder 2 0.159 —

Coder 3 0.149 0.157 —

FIGURE 1    |    Partial regression plot of participant detectability and lie reaction times under high load in Experiment 1.

FIGURE 2    |    Partial regression plot of participant detectability and truth reaction times under high load in Experiment 1.
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by increased cognitive load, our results do not fully support 
the CLA. Our results also showed that participants' longer lie 
RTs under high load were associated with increased lie de-
tection accuracy and longer truth RTs under high load were 
associated with decreased truth detection accuracy from our 
coders. These findings are consistent with previous research 
(Harrison et al. 1978) and support findings from Maldonado 
et  al.  (2018, Experiment 1a) in which most participants re-
ported long RTs as a perceived deception cue used in detec-
tion. Because the results of our cognitive load manipulation 
are exploratory; however, they require replication to confirm 
that they are reliable.

Also, it is possible that allowing the experimenter in the decep-
tion task to trigger the voice key may have introduced error into 
the RT data. We used this procedure to adjust for differences 
in reading speed, so that all participants could respond at the 
same time once each question was asked. Our reliability anal-
ysis suggested very little noise was introduced in the RT data 
using this procedure. However, we ran a second study to rep-
licate the results of our cognitive load manipulation and to ad-
dress the potential of experimenter error using a more controlled 
questioning procedure for our deception task.

4   |   Experiment 2

Our second experiment contained a larger more powerful sample 
of participants and a more controlled experimental procedure. 
We modified the questionnaire used in Maldonado et al. (2018) 
and Experiment 1 to prevent participants from being able to 
prepare their deceptive responses during question presentation. 
We used the same cognitive load manipulation to replicate the 
results from Experiment 1. In addition, we used a more specific 
participant packet for our coders' veracity judgments that had 
them indicate transparent lie responses and responses that may 
not fit under either the “lie” or “truth” categories (e.g., “did not 
answer” or unintelligible answers) along with truth and lie judg-
ments. Finally, we had participants in the deception task report 
their ages in this study.

4.1   |   Method

4.1.1   |   Participants

One hundred ninety-two students from Montana State 
University participated via an online SONA systems recruit-
ment pool in which participants signed up for an hour-long 
session to receive partial course credit for an Introductory to 
Psychology course. Participants in our sample ranged from 17 
to 33 years old (M = 19.42) and consisted of 52% female and 43% 
male participants, with 4.8% and 2.4% missing data for gender 
and age, respectively. Only one participant was allowed to 
sign up per session. Our goal was to run a total of at least 150 
participants to double the sample size from Experiment 1. At 
the end of the semester, we had 192 participants. However, our 
final sample included 155 participants, after eliminating data 
from 25 participants due to experimenter error (i.e., failing to 
turn on the microphone that measured participant's RTs), an-
other nine participants who had < 65% usable RT data, and 

three more participants in which we did not have detectabil-
ity data from all our coders. This remains more than double 
the sample size from Experiment 1. The experiment was ap-
proved by the Montana State University Institutional Review 
Board (Protocol # 2023-915-EXPEDITED) and all participants 
signed a written informed consent form immediately upon 
arrival.

4.1.2   |   Design and Procedure

The same within subjects design was used as in Experiment 
1. To allow for a more controlled test of RTs preceding the two 
response types, we modified the procedure from Experiment 1 
such that questions were posed by the computer instead of the 
experimenter, with only the first word or couple of words being 
presented first, and the remaining words masked by “xxxx's.” 
Participants were instructed to press the “SPACE” key to reveal 
each additional portion of the question. We rephrased questions 
such that many of them began with the same few words (e.g., 
“What is your favorite xxxx?”) so participants would not know 
what was being asked until the final keypress when the full 
question was revealed, eliminating the possibility of them pre-
paring a response in advance. After four successive keypresses, 
the full question was revealed and the microphone was automat-
ically triggered for participants to respond, eliminating the pos-
sibility of experimenter error affecting RTs.

4.1.2.1   |   Deception Task.  As in Experiment 1, participants 
completed four blocks of questions, with eight questions per 
block, with the same dot matrix cognitive load manipulation dif-
fering between low and high load in each block of questions. The 
4 × 4 matrix containing the load condition again preceded blocks 
of questions for 4 s, but the question prompt reading either “Lie” 
or “Truth” on screen was only presented for 2 s before each ques-
tion screen. Once participants fully navigated through question 
screens, such that the full question was presented and the micro-
phone was triggered, they had 6 s to respond before the 5000 ms 
intertrial interval preceding the next trial. After each block 
of questions, a blank 4 × 4 matrix was presented on screen, at 
which time participants filled in the matrix manually from 
memory in a packet provided to them by the experimenter. Illus-
trations of this deception task procedure are shown in Figures 3 
and 4. Again, participants' faces and upper bodies were audio–
video recorded throughout this task.

4.1.2.2   |   Detection Task.  Three research assistants (see 
endnote 3), who did not assist with the deception task and were 
blind to the hypotheses, served as coders judging the veracity 
of participants' recorded responses. Because the experimenter 
did not read the questions, like in Experiment 1, recordings 
were edited with question screens added so coders knew 
what question the participant was answering. For each par-
ticipant who had usable RT data, a 5-s screen was edited into 
videos following the fourth “SPACE” bar keypress in each 
trial, displaying the full question that was being answered. 
Coders were given packets that showed them what questions 
were being answered, with the four response options of “Lie,” 
“Truth,” “Obvious Lie,” or “Did Not Answer.” The “Obvious 
Lie” option was added in these packets to assess how often 
participants gave agreeably unconvincing lie responses (e.g., 
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8 of 15 Applied Cognitive Psychology, 2025

Saying, “1912” in response to the question, “What is your birth 
year?”). The “Did Not Answer” option was added so we could 
keep track of non-answers (i.e., answers that fit into neither 
the “Truth” nor “Lie” categories) that would not be included in 
the calculations of our criterion variables used in signal detec-
tion analysis. Coders were able to view participants' responses 
as much as needed to judge their responses and performed 
their coder duties at their own pace.

4.2   |   Results

4.2.1   |   Data Scoring

For the deception task, we used the same procedure as in 
Experiment 1 to score correct responses, with the only dif-
ference being that trials in which responses were not made 
within 6 s following the final keypress by participants were 
also coded as incorrect. Only correct responses were included 
in all RT analyses. We again removed trials with micro-
phone errors (0.1%) or when the participant did not comply 
with instructions (17.9%). The same nonrecursive procedure 
(Van Selst and Jolicoeur's 1994) was used as in Experiment 1 
to remove outliers, which removed an additional 2.8% of the 
RT data.

For the detection task, we used signal detection analysis 
(Macmillan and Creelman 2005) with d′ and C as the criterion 
variables to determine the coder's detection abilities. A small 
percentage of responses were judged by our coders to be Obvious 
Lies (3.6%) and Did Not Answer (2.6%) responses. However, 
convergence between coders when making these judgments 
was rare, with only 0.2% of responses coded unanimously by 
judges as “Obvious Lie” and only 0.4% of responses coded unan-
imously by judges as “Did Not Answer.” It is unclear why there 
was low agreement between coders when judging responses as 
“Did Not Answer.” We were not able to perform any follow-up 
assessments of why there was low agreement between coders in 
the detection task when judging answers as “Did Not Answer.” 
Nevertheless, because agreement on these two judgments across 
coders was so low, we used the same data scoring procedure for 
correct, incorrect, and unanswered responses in our detector 
task for coders as we did for our research assistants scoring the 
deception task, such that “Obvious Lies” were scored as “Lies” 
and “Did Not Answer” was scored according to whether the re-
search assistants during the original deception task indicated 
that participants did not provide an answer to the question. If 
questions were marked as answered by research assistants, but 
not by coders, we omitted the coders' responses from their cal-
culated scores for d′ and C. All confidence intervals reported are 
95% confidence intervals. All significant effects reported in the 

FIGURE 3    |    Low load truth trial procedure example of the deception task in Experiment 2.
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analyses below contain a two-tailed p value < 0.05 and partial 
eta-square (ηp

2) as our measure of effect size.

4.2.2   |   Cognitive Load Manipulation

The dot matrix task was scored the same as in Experiment 1. A 
paired samples t-test determined that accuracy was again sig-
nificantly higher under low load than high load (μ = 0.95 for low 
load; μ = 0.78 for high load; t (154) = 9.58, p < 0.001, CI [0.131, 
0.198]). Again, this shows that this task was significantly more 
difficult under high load than low load.

4.2.3   |   ANOVA Results

RTs were analyzed using the general linear model with Load and 
Response Type as within-subject factors. We replicated the main 
effect of Response Type found in Experiment 1, such that RTs 
were longer for lie than for truthful responses (F(1,154) = 210.98, 
p < 0.001, ƞp

2 = 0.58). However, neither the main effect of Load 
nor the Response Type × Load interaction were significant 
(all p's > 0.342, all ƞp

2 < 0.007). This relationship is depicted in 
Table 4.

4.2.4   |   Multiple Regression

To test our second and third hypotheses, first we correlated d′ be-
tween our coders separately for participant responses given under 
high and low load, as shown in Tables 5 and 6, respectively. These 
reveal significant positive correlations between our coders for both 
load conditions. Second, we regressed d′ on the trimmed RT val-
ues in separate analyses within their respective load conditions. 
Significant regression models were found for both load conditions 
[r2 = 0.052, F(2,154) = 4.15, p = 0.018, for high load; r2 = 0.076, 
F(2,154) = 6.27, p = 0.002, for low load]. Supporting our second 
hypothesis, RTs for lie responses acted as a significant positive 
predictor of d′ under both load conditions [β = 0.257, t (152) = 2.65, 

FIGURE 4    |    High load lie trial procedure example of the deception task in Experiment 2.

TABLE 4    |    Reaction time means and standard deviations (in ms) for 
Experiment 2.

High load Low load Difference

Lie 2104 (542) 2089 (565) 15

Truth 1668 (471) 1634 (473) 34

Difference 436*** 455***

Note: *** indicates the difference is significant at the p < 0.001 level.
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p = 0.009 for high load; β = 0.329, t (152) = 3.52, p < 0.001 for low 
load], meaning longer lie RTs were associated with improved 
lie detection accuracy. Partial regression plots for lie RTs under 
high and low load are depicted in Figures 5 and 6, respectively. 
Finally, consistent with our third hypothesis, RTs for truthful re-
sponses acted as a significant negative predictor of d′ under both 
load conditions [β = −0.240, t (152) = 2.47, p = 0.015, for high load; 
β = −0.209, t (152) = 2.24, p = 0.027 for low load], meaning longer 
truth RTs were associated with more false alarms. Partial regres-
sion plots for truth RTs under high and low load are depicted in 
Figures 7 and 8, respectively.

We next ran the same analyses by regressing C on the same 
predictor variables within their respective load conditions. The 
only significant model was when regressing C on RTs under low 
load [r2 = 0.058, F(2,154) = 4.66, p = 0.011; the model under high 

load was non-significant, p = 0.08]. However, neither lie RTs 
[β = −0.166, t (152) = 1.76, p = 0.081] nor truth RTs [β = −0.106, 
t (152) = 1.21, p = 0.264] significantly predicted C. Again, this 
suggests that RTs are not associated with our coders' criterion 
for judging participants' responses under either load condition.

4.3   |   Discussion

Using a higher-powered sample of participants and a different 
methodology, we again showed lie RTs were significantly longer 
than truth RTs but failed to show a similar interaction between 
response type and load. Furthermore, long lie and truth RTs were 
associated with participants' detectability regardless of the load 
condition. Our measure of lie detection accuracy (d′) was signifi-
cantly positively correlated between our coders in both load con-
ditions. This differed from Experiment 1 in which d′ was only 
correlated between our coders for responses given under high 
load. Better reliability among our coders may have been associated 
with approximately twice the number of detection judgments per-
formed in the second experiment (see Levine et al.'s 2022 position 
on the number of deception judges and senders).

Concerning our load manipulation, dot recall performance was 
again significantly reduced under high load compared with low 
load, but this did not affect RTs when lying or participant detect-
ability. Participants' dot memory accuracy did not differ for the 
high load condition between Experiment 1 and Experiment 2 (t 
(232) = 0.871, p = 0.385), suggesting our load manipulation was 
equally difficult across samples.

4.4   |   General Discussion

Our findings suggest that RTs may be both an actual and a per-
ceived cue to deception. Lie RTs were longer than truth RTs in 
both experiments, suggesting lying is more cognitively demand-
ing than telling the truth (Walczyk et al. 2003), and responses 
with longer RTs were more often classified as lies, which was 

TABLE 5    |    Correlations between coders when detecting responses 
under high load for Experiment 2.

Coder 1 Coder 2 Coder 3

Coder 1 —

Coder 2 0.232** —

Coder 3 0.213** 0.229** —

Note: ** indicates the difference is significant at the p < 0.01 level.

TABLE 6    |    Correlations between coders when detecting responses 
under low load for Experiment 2.

Coder 1 Coder 2 Coder 3

Coder 1 —

Coder 2 0.329*** —

Coder 3 0.250** 0.221** —

Note: ** indicates the difference is significant at the p < 0.01 level. *** indicates 
the difference is significant at the p < 0.001 level.

FIGURE 5    |    Partial regression plot of participant detectability and lie reaction times under high load in Experiment 2.
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associated with differences in detectability. We speculate 
whether question content may have affected RTs and discuss the 
results from our load manipulation and the CLA more broadly.

4.4.1   |   Question Content

Our results suggest that RTs influence participants' detectabil-
ity, as our coders were more likely to judge any response as a 
lie if it was associated with a long RT. This raises the question 
of what may be contributing to long RTs, to better understand 
when truthful responses may be judged as deceptive. The up-
dated working memory model of deception (Sporer  2016) dis-
cusses how the concreteness of the question information affects 
retrieval from long-term memory. Borrowing principles from 
fuzzy trace theory (Reyna and Brainerd  1995), Sporer men-
tions that memories for autobiographical information that do 
not contain highly salient details are stored at a gist level of 

representation. This means that specific details are less well 
remembered and decay with the passage of time, but the gen-
eral (gist) level of details is remembered in abstraction. The 
more often gist memory details are experienced and encoded 
into long-term memory, the easier their retrieval becomes when 
necessary.

We speculate that less well encoded information may have 
contributed to longer RTs when telling the truth in our experi-
ments. This speculation is consistent with Walczyk et al.'s (2014) 
proposal that retrieval of truthful information in lie generation 
may require controlled attention when the information is infre-
quently or not recently accessed, implicating greater cognitive 
effort relative to retrieval of highly rehearsed truthful infor-
mation. Our question list contained items that were about the 
past (e.g., “As a child, what was your favorite toy?”), questions 
pertaining to someone other than the participant (e.g., “What 
is the last name of your father's mother?”), or questions about 

FIGURE 6    |    Partial regression plot of participant detectability and lie reaction times under low load in Experiment 2.

FIGURE 7    |    Partial regression plot of participant detectability and truth reaction times under high load in Experiment 2.
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hypotheticals or non-experienced events (e.g., “What would it 
be, if you could only bring one item onto a deserted island?”). 
Sporer (2016) mentions this latter example as demanding a re-
sponse based on mental schemas and action scripts of events, 
being only an estimation of the event memory details given one's 
actual experience. It would be beneficial to test this speculation 
by controlling for the level of encoding of truthful information 
to verify its effects on RTs and detection accuracy.

4.4.2   |   Cognitive Load

Dot recall performance in our cognitive load manipulation was 
significantly reduced in the high load condition relative to the 
low load condition, but participants' RTs when lying were not 
affected by increased cognitive load. These findings do not 
support the CLA but also do not directly replicate Verschuere 
et al.'s (2018) findings either. Counter to what would be predicted 
by the CLA, Verschuere et al. showed that increased cognitive 
load was associated with a larger RT deception effect under low 
load than under high load. We demonstrated an RT effect con-
sistent with the CLA in Experiment 1, but did not replicate it 
in Experiment 2. Our results are more consistent with those of 
Verschuere et al. (2018), in that increasing cognitive load did not 
reliably increase the time taken to lie. Perhaps increasing cog-
nitive load affects other deception cues (e.g., verbal cues; Evans 
et al. 2013) more than it does RTs.

It is also possible that increasing cognitive load must occur con-
tinuously with responding to affect RTs. The two studies from 
Verschuere et al. (2018) that showed an RT deception effect that 
aligned with the CLA used load manipulations that continu-
ously increased the complexity of deceptive and honest respond-
ing. Williams et al. (2013, Experiment 3) increased the number 
of possible response alternatives when lying, and Visu-Petra 
et al. (2013) used continuous memory and set-shifting tasks in-
tegrated into question presentation. Furthermore, the effective-
ness of common cognitive load manipulations (e.g., telling story 
in reverse order; Vrij et al. 2017) seems to rely on their ability to 
continuously interfere with responding. Supporting this notion, 

Debey et al. (2012) found that a goal neglect manipulation that 
occurred continuously with participants' deceptive responding 
produced an RT deception effect aligned with the CLA, but two 
ego depletion manipulations performed before responding did 
not produce a comparable RT deception effect.

It is unclear whether our load manipulation interfered with 
participants' responses. It is possible that participants an-
swered questions without continuously updating their memory 
of the dot sequence and then were reminded of the sequence 
when the blank matrix was presented. This lack of continuous 
response interference may explain our results. Supporting this 
contention, Rowthorn (2016) used a similar cognitive load ma-
nipulation in which participants retained a digit sequence in 
memory while giving truthful and dishonest responses. At the 
end of question blocks, another digit sequence was presented 
for them to judge as the same or different from the original 
by one digit. They also failed to produce an RT deception ef-
fect aligned with the CLA and reasoned that participants 
may not have been consciously holding the sequence of digits 
in memory while responding. Thus, our results and those of 
Rowthorn (2016) suggest that increasing cognitive load prob-
ably needs to directly interfere with responding to effectively 
increase lie RTs.

4.4.3   |   Limitations and Future Research Directions

Our small sample of coders for the detection task limits our abil-
ity to firmly conclude anything regarding our findings. While 
our methodology used only a few coders, each coder judged 
the veracity of a very large number of observations (~2400 for 
Experiment 1 and ~5000 for Experiment 2). It is often the case 
that deception detection experiments will use a much larger 
sample of coders who judge a much smaller number of observa-
tions (Bond and DePaulo 2006). Levine et al. (2022) argue that 
the number of senders of dishonest messages and the number of 
observations from each sender are more important for stabili-
zation of accuracy scores than is the sample size of coders. The 
authors contend that there is more variability among senders 

FIGURE 8    |    Partial regression plot of participant detectability and truth reaction times under low load in Experiment 2.
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than among coders (see Bond and DePaulo 2008) and that de-
tection accuracy is more variable when derived from large sam-
ples of coders judging a small number of observations. However, 
Levine et al. (2022) also contend that a small number of coders 
is problematic as well. It is necessary to replicate our findings 
from these two experiments using many and larger samples of 
coders to verify their reliability when an adequate number of 
observations is assessed.

One other potential limitation is the generalizability of RT mea-
sures to lie detection in real world settings. For instance, when 
detecting real world lies, it may not be clear how to mark the end 
of a question to determine how long it takes someone to respond. 
A couple of measures can be taken to account for this potential 
limitation to better ensure that RTs represent valid and reliable 
measures of deceptive responding. First, baseline RTs should be 
assessed, so that they can be compared against RTs associated 
with answers to critical questions used to discriminate liars 
from truth-tellers. Second, it is important to gather many RT 
observations of questions that may be answered both truthfully 
and dishonestly by liars, which is often accomplished by repeat-
ing sets of questions multiple times (Vrij  2008). Incorporating 
such control measures could potentially improve the accuracy 
and validity of any observed truthful and dishonest RT differ-
ences in applied settings.

As is often the case in experimental deception research, our 
results are limited by the low ecological validity of our meth-
odology. Lies told in these experiments are not tantamount 
to lies told in real-world situations; however, the speculation 
that question content affects RTs for truthful and dishonest re-
sponses is applicable outside our experimental context. Future 
research could use a similar questioning format, but with 
questions analyzed separately by the concreteness of memory 
details and how recently and/or frequently truthful informa-
tion used to answer the questions was accessed. Additionally, 
real-world situations in which lying is commonplace, like 
criminal interrogations, are expected to differentially affect 
the mindsets of truthful and dishonest individuals (Granhag 
and Hartwig 2008), with liars often preparing their messages 
ahead of time (Inbau et al. 1999). Future research using para-
digms like ours could test whether preparation moderates the 
effect of RTs on detectability.

Also, our participants were not incentivized or motivated in 
any way when carrying out the deception task procedures. Real 
world lies are often told by individuals motivated to avoid pun-
ishment, embarrassment, and/or reputation damage, which 
may affect the speed with which their lies are generated. Future 
experiments could motivate participants when lying to assess 
its effect on RTs and detectability by using experimental sce-
narios appearing more realistic to potential liars. For example, 
Dulaney (1982) found that participants produced faster lie RTs 
than truth RTs when threatened with “punishment” by their 
university after being questioned about cheating in an experi-
ment. Future experiments could also use identity-relevant moti-
vation techniques (DePaulo et al. 2003) to motivate participants, 
like convincing them that the ability to lie is related to admira-
ble character traits like intelligence (Cutrow et al. 1972; Streeter 
et al. 1977) or future career success (Ekman and Friesen 1974; 
Hocking and Leathers 1980).

Finally, although our manipulation check showed that the high 
load condition was indeed more difficult than the low load con-
dition, it is unclear whether this load manipulation interfered 
with participant responding in the deception task. As stated ear-
lier, although the high load dot condition is more difficult, we do 
not know whether participants were continually exerting more 
effort trying to remember the dots in the high load condition 
during the deception task. Future studies could verify this using 
a post-experiment manipulation check that asks participants to 
self-report how difficult the deception and dot matrix tasks were 
under both high and low load and that asks them to report any 
strategies they used in remembering the dot sequence during re-
sponding. This may reveal whether our load manipulation directly 
interfered with responding in the deception task. Additionally, to 
verify whether our load manipulation effectively increases cogni-
tive load for respondents during the deception task itself, it should 
be compared with other load manipulations that continuously in-
terfered with responding and affected RTs (e.g., Debey et al. 2012; 
Visu-Petra et al. 2013).

5   |   Conclusion

Our findings suggest that RTs may be both an actual and a per-
ceived cue to deception. Lying took reliably longer than telling 
the truth, and longer RTs were more often judged as lies regard-
less of their veracity. These findings require replication with 
more and larger samples of coders to verify their reliability. Our 
exploratory results from our load manipulation suggest that in-
creasing cognitive load may not increase the time taken to lie 
and may not aid in the discrimination of lie and truth responses. 
However, it remains an empirical question whether our load ma-
nipulation was effective at increasing cognitive load while par-
ticipants were responding. Many future research directions are 
proposed based on our findings.
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Endnotes

	1	Participants also completed a cognitive test battery composed of three 
tasks (Stroop, antisaccade, and Reading Span) used to measure in-
dividual differences in attentional control. These measures are not 
discussed here because they were part of separate hypotheses testing 
whether attentional control moderated lie RTs and errors committed. 
We found high relative to low attentional control was associated with 
significantly fewer lie response errors in Experiment 2, but no rela-
tionship between attentional control and lie RTs. Overall, we felt this 
detracted from the main point of this manuscript.

	2	Although our sample of coders is small (for both experiments), it is 
based on comparable research (Maldonado et al. 2018, Experiment 2). 
Levine et al. (2022) contends that, “Extremely low numbers of either 
judges or senders need to be avoided” (p. 200), but also argue primarily 
that the number of total judgments [ (the number of judges) × (the num-
ber of judgments)] is most critical to stable detection accuracy across 
judges and recommends at least 500 total judgments. Because we had 
75 participants in Experiment 1 providing 32 responses each and 155 
participants in Experiment 2 providing 32 responses each, we had 
~7200 and 14,880 total judgments across Experiments 1 and 2, respec-
tively, well above the number recommended by Levine et al. (2022).

	3	We performed the analyses using standard formulas for d′ (ZHits 
− ZFalseAlarms) and C [1 − (ZHits − ZFalseAlarms)/2] (Macmillan and 
Creelman 2005) as well and the results were not significantly different 
from those that we reported.
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