Answer Key 5
1. (From 13.6)  In 1985, neither Florida nor Georgia had laws banning open alcohol containers in vehicle compartments.  By 1990, Florida had passed such a law, but Georgia had not.  

a. Suppose you can collect random samples of the driving age population in both states, for 1985 and 1990.  Let arrest be a binary variable equal to unity if a person was arrested for drunk driving during the year.  Without controlling for any factors, write down a linear probability model that allows you to test whether the open container law reduced the probability of being arrested for drunk driving.  Which coefficient in your model measures the effect of the law?

Let FL be a binary variable equal to one if a person lives in Florida, and zero otherwise.  Let y90 be a year dummy variable for 1990.  Then we have the linear probability model

arrest  =  (0 + (0y90 + (1FL + (1y90(FL  + u.

The effect of the law is measured by (1, which is the change in the probability of drunk driving arrest due to the new law in Florida.  Including y90 allows for aggregate trends in drunk driving arrests that would affect both states; including FL allows for systematic differences between Florida and Georgia in either drunk driving behavior or law enforcement
b. Why might you want to control for other factors in the model?  What other factors might you want to include?

Any factor that leads to different overall trends in both states could be relevant.  I am not concerned to include things that are different across the states but are constant over time—the Florida dummy will account for these.  But it could be that the populations of drivers in the two states change in different ways over time.  For example, age, race, or gender distributions may have changed.  The levels of education across the two states may have changed.  As these factors might affect whether someone is arrested for drunk driving, it could be important to control for them.  At a minimum, there is the possibility of obtaining a more precise estimator of (1 by reducing the error variance.  Essentially, any explanatory variable that affects arrest can be used for this purpose.  
c. Now, suppose you can only collect data for 1985 and 1990 and the county level for the two states.  The dependent variable would be the fraction of licensed drivers arrested for drunk driving during the year.  How does the data structure differ from the individual level data described in part (a)?  What econometric method would you use?

With this set up, I now have actual arrest rates, instead of only a sample, reducing the error from sampling.  The interpretation of the coefficients will differ, because they represent averages across counties in a given state rather than state level averages.  (Weighting by population is one option to deal with this). However, individual level dta allows me to control for individual level variation more effectively, which potentially may reduce my standard errors. I could also use a first difference, because I have the same set of counties in both years observed at two points in time.  

2. See discussion in class.  There are a number of different potential ways to approach this—are we trying to estimate the effect of attending a tribal college on an individual’s health relative to not attending college at all?  Relative to attending a non-tribal college?  Relative to the average of what individuals typically do if they do not attend a tribal college?  Or are we interested in the effect of a tribal college on an entire community’s health?  Would we expect spillovers to non-native populations? 
For example, consider a triple difference with two years of data (PRE and POST): 

Compare natives and non natives in counties with tribal colleges in the years after the tribal college was established

Relative to that same comparison in years before the tribal college was established

And then compare that to areas without tribal colleges:

(AMINDpost – AMINDpre)college counties – (NONpost – NONpre)college counties

-

(AMINDpost – AMINDpre)non college counties – (NONpost – NONpre)non college counties

That tells you that your equation needs at least 8 terms (including the constant) to pick up each of those averages.  It’s easiest to start writing this by looking at the last terms of my difference (Non/pre/non-college) and working backwards:

Yi,c,t = β0 + β1POSTt + β2AMINDi,c,t + β3AMINDi,c,t*POSTt+  β4TRIBALc,t + β5TRIBALc,t*POSTt + β6TRIBALc,t*AMINDi,c,t + β7TRIBALc,t*AMINDi,c,t*POSTt + eict 

Y is the health outcome of interest, AMIND is a dummy variable for whether an individual is Native American, TRIBAL is a dummy variable for a county that has a tribal college in existence, and POST is the second period.
If you had multiple years and multiple counties and enough data for lots of individuals within a county (both American Indians and non-American Indians), you could include year fixed effects (instead of the separate POST term) and county fixed effects (instead of the separate TRIBAL term).

3. C13.6 (i) You may use STATA to directly tests restrictions such as H0: (1 = (2 after estimating the unrestricted model in (13.22).  See hmk_ch_13.log.  But we can also simply rewrite the equation to test this using any regression software.  Write the differenced equation as

(log(crime)  =  (0 + (1(clrprc‑1 + (2(clrprc‑2 + (u.

Following the hint, we define (1 = (1 ( (2, and then write (1 = (1 + (2.  Plugging this into the differenced equation and rearranging gives

(log(crime)  =  (0 + (1(clrprc‑1 + (2((clrprc-1 + (clrprc-2) + (u.

Estimating this equation by OLS (again, see hmk_ch_13.log)gives 
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 1.07, which is not statistically significant.

(ii) With (1 = (2 the equation becomes (without the i subscript)

(log(crime)  =  (0 + (1((clrprc‑1 + (clrprc‑2) + (u

                    = (0 + (1[((clrprc‑1 + (clrprc‑2)/2] + (u,

where (1 = 2(1.  But ((clrprc‑1 + (clrprc‑2)/2 = (avgclr.

(iii) The estimated equation is (See hmk_ch_13.log)
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Since we did not reject the hypothesis in part (i), we would be justified in using the simpler model with avgclr.  Based on adjusted R-squared, we have a slightly worse fit with the restriction imposed.  But this is a minor consideration.  Ideally, we could get more data to determine whether the fairly different unconstrained estimates of (1 and (2 in equation (13.22) reveal true differences in (1 and (2.

. use "D:\Courses\grad econometrics\homework\CRIME3.DTA"

. ***You can test this restriction using the test command:

. reg  clcrime cclrprc1 cclrprc2

      Source |       SS       df       MS              Number of obs =      53

-------------+------------------------------           F(  2,    50) =    5.99

       Model |  1.42294697     2  .711473484           Prob > F      =  0.0046

    Residual |  5.93723904    50  .118744781           R-squared     =  0.1933

-------------+------------------------------           Adj R-squared =  0.1611

       Total |  7.36018601    52  .141542039           Root MSE      =  .34459

------------------------------------------------------------------------------

     clcrime |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

    cclrprc1 |  -.0040475   .0047199    -0.86   0.395    -.0135276    .0054326

    cclrprc2 |  -.0131966   .0051946    -2.54   0.014    -.0236302   -.0027629

       _cons |   .0856556   .0637825     1.34   0.185    -.0424553    .2137665

------------------------------------------------------------------------------

. test  cclrprc1= cclrprc2

 ( 1)  cclrprc1 - cclrprc2 = 0

       F(  1,    50) =    1.15

            Prob > F =    0.2881

. ***Or you can make a transformation as suggested in the notes and use a t-tes

> t:

. gen changesum =  cclrprc1+ cclrprc2

(53 missing values generated)

. reg   clcrime cclrprc1 changesum

      Source |       SS       df       MS              Number of obs =      53

-------------+------------------------------           F(  2,    50) =    5.99

       Model |  1.42294697     2  .711473484           Prob > F      =  0.0046

    Residual |  5.93723904    50  .118744781           R-squared     =  0.1933

-------------+------------------------------           Adj R-squared =  0.1611

       Total |  7.36018601    52  .141542039           Root MSE      =  .34459

------------------------------------------------------------------------------

     clcrime |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

    cclrprc1 |    .009149   .0085216     1.07   0.288     -.007967    .0262651

   changesum |  -.0131966   .0051946    -2.54   0.014    -.0236302   -.0027629

       _cons |   .0856556   .0637825     1.34   0.185    -.0424553    .2137665

------------------------------------------------------------------------------

. reg  clcrime cavgclr

      Source |       SS       df       MS              Number of obs =      53

-------------+------------------------------           F(  1,    51) =   10.80

       Model |  1.28607105     1  1.28607105           Prob > F      =  0.0018

    Residual |  6.07411496    51  .119100293           R-squared     =  0.1747

-------------+------------------------------           Adj R-squared =  0.1586

       Total |  7.36018601    52  .141542039           Root MSE      =  .34511

------------------------------------------------------------------------------

     clcrime |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     cavgclr |  -.0166511   .0050672    -3.29   0.002    -.0268239   -.0064783

       _cons |   .0993289   .0625916     1.59   0.119    -.0263289    .2249867

------------------------------------------------------------------------------

C13.12. (i) The estimated equation using pooled OLS is
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. reg mrdrte d93 exec unem if year==90|year==93

      Source |       SS       df       MS              Number of obs =     102

-------------+------------------------------           F(  3,    98) =    3.69

       Model |  1158.49706     3  386.165687           Prob > F      =  0.0144

    Residual |  10242.7183    98  104.517533           R-squared     =  0.1016

-------------+------------------------------           Adj R-squared =  0.0741

       Total |  11401.2153   101   112.88332           Root MSE      =  10.223

------------------------------------------------------------------------------

      mrdrte |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

         d93 |  -2.067417   2.144634    -0.96   0.337    -6.323373    2.188538

        exec |   .1277287   .2632353     0.49   0.629    -.3946532    .6501105

        unem |   2.528892    .781723     3.24   0.002     .9775877    4.080196

       _cons |  -5.278005   4.427805    -1.19   0.236    -14.06484     3.50883

------------------------------------------------------------------------------

Because the coefficient on exec is positive (but statistically insignificant), there is no evidence of a deterrent effect.  In using pooled OLS, we are exploiting only the cross-sectional variation in the data.  If states that have had high murder rates in the past have reacted by implementing capital punishment, we can see a positive relationship between murder rates and capital punishment even if there is a deterrent effect.  (Yet again, we must distinguish between correlation and causality.)

(ii) If we difference away the unobserved state effects – which can include historical factors that lead to higher murder rates and aggressive use of capital punishment – the story is different.  The FD estimates are
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. reg cmrdrte cexec cunem if year==93

      Source |       SS       df       MS              Number of obs =      51

-------------+------------------------------           F(  2,    48) =    2.96

       Model |   6.8879023     2  3.44395115           Prob > F      =  0.0614

    Residual |  55.8724857    48  1.16401012           R-squared     =  0.1097

-------------+------------------------------           Adj R-squared =  0.0727

       Total |   62.760388    50  1.25520776           Root MSE      =  1.0789

------------------------------------------------------------------------------

     cmrdrte |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       cexec |  -.1038396   .0434139    -2.39   0.021    -.1911292     -.01655

       cunem |  -.0665914   .1586859    -0.42   0.677    -.3856509     .252468

       _cons |   .4132665   .2093848     1.97   0.054    -.0077298    .8342628

------------------------------------------------------------------------------

Now we find a deterrent effect: one more execution in the prior three years is estimated to decrease the murder rate by about .10, or about one murder per million people (because mrdrte is measured as murders per 100,000 people).  The t statistic on (exec is about (2.4, and so the effect is statistically significant.  [The estimated deterrent effect turns out not to be robust to small changes in the data used.  See Computer Exercise C14.7.]  Note how the unemployment effect has become statistically insignificant.


(iii) The BP and White tests both test two restrictions in this case.  The BP and White F statistics are both about .6.  Both have p-values above .50, so there is no evidence of heteroskedasticity in the FD equation.  (See below for construction by hand)

. reg cmrdrte cexec cunem if year==93

      Source |       SS       df       MS              Number of obs =      51

-------------+------------------------------           F(  2,    48) =    2.96

       Model |   6.8879023     2  3.44395115           Prob > F      =  0.0614

    Residual |  55.8724857    48  1.16401012           R-squared     =  0.1097

-------------+------------------------------           Adj R-squared =  0.0727

       Total |   62.760388    50  1.25520776           Root MSE      =  1.0789

------------------------------------------------------------------------------

     cmrdrte |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       cexec |  -.1038396   .0434139    -2.39   0.021    -.1911292     -.01655

       cunem |  -.0665914   .1586859    -0.42   0.677    -.3856509     .252468

       _cons |   .4132665   .2093848     1.97   0.054    -.0077298    .8342628

------------------------------------------------------------------------------

. predict resid , resid

(51 missing values generated)

. gen resid2 = resid^2

(51 missing values generated)

. predict yhat

(option xb assumed; fitted values)

(51 missing values generated)

. gen yhat2 = yhat^2

(51 missing values generated)

. reg resid2  cexec cunem if year==93

      Source |       SS       df       MS              Number of obs =      51

-------------+------------------------------           F(  2,    48) =    0.60

       Model |  2.86106107     2  1.43053054           Prob > F      =  0.5548

    Residual |  115.117089    48  2.39827268           R-squared     =  0.0243

-------------+------------------------------           Adj R-squared = -0.0164

       Total |   117.97815    50  2.35956299           Root MSE      =  1.5486

------------------------------------------------------------------------------

      resid2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       cexec |  -.0665895   .0623161    -1.07   0.291    -.1918844    .0587054

       cunem |    .053891   .2277767     0.24   0.814    -.4040848    .5118667

       _cons |    1.09023   .3005495     3.63   0.001     .4859348    1.694525

------------------------------------------------------------------------------

. display 51*.0243

1.2393

. display 1-chi2(2,1.2393)

.53813275
***If you do the F version of LM statistic it is

***[(.0243/2)]/[(1-.0243)/(51-2-1)] = .5928 distributed F(2,51-2-1) 

***1-F(2, 48, .5928 ) =.55677 so about the same level of significance as the chi-2
***See Wooldridge Chapter 8 for more details

. reg resid2 yhat yhat2 if year==93

      Source |       SS       df       MS              Number of obs =      51

-------------+------------------------------           F(  2,    48) =    0.58

       Model |  2.79955457     2  1.39977728           Prob > F      =  0.5619

    Residual |  115.178595    48  2.39955406           R-squared     =  0.0237

-------------+------------------------------           Adj R-squared = -0.0169

       Total |   117.97815    50  2.35956299           Root MSE      =   1.549

------------------------------------------------------------------------------

      resid2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        yhat |   .9415857   1.075159     0.88   0.386    -1.220166    3.103337

       yhat2 |    .272477   .7078873     0.38   0.702    -1.150826     1.69578

       _cons |   .7668568   .4943934     1.55   0.127    -.2271877    1.760901

------------------------------------------------------------------------------


(iv) The heteroskedasticity-robust t statistic on (exec is (6.11, which is a huge increase in magnitude.  This is a bit puzzling for two reasons.  First, the tests for heteroskedasticity find essentially no evidence for heteroskedasticity.  Second, it is rare to find a heteroskedasticity-robust standard error that is so much smaller than the usual OLS standard error.

. reg cmrdrte cexec cunem if year==93, robust

Linear regression                                      Number of obs =      51

                                                       F(  2,    48) =   18.92

                                                       Prob > F      =  0.0000

                                                       R-squared     =  0.1097

                                                       Root MSE      =  1.0789

------------------------------------------------------------------------------

             |               Robust

     cmrdrte |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       cexec |  -.1038396   .0169995    -6.11   0.000    -.1380194   -.0696598

       cunem |  -.0665914     .14693    -0.45   0.652    -.3620141    .2288312

       _cons |   .4132665   .2000057     2.07   0.044     .0111281    .8154049

------------------------------------------------------------------------------


(v) I would tend to go with the usual OLS t statistic because it gives a more cautious conclusion and there is no evidence of heteroskedasticity that should affect the t statistics.  The usual two-sided p-value is about .02.  The heteroskedasticity-robust p-value is zero to many decimal places, and it is hard to believe we have that much confidence in finding an effect.  This is a case where it is important to remember that the robust standard errors (and, therefore, the robust t statistics) are only justified in large samples.  n = 51 may just not be a large enough sample size with this kind of data set to produce reliable heteroskedasticity-robust statistics.
Replication Exercise
Eissa and Liebman “Labor Supply Responses to the Earned Income Tax Credit” (QJE 1996) is one of the classic difference-in-difference papers.  The Earned Income Tax Credit is a refundable tax credit for low income wage workers.  Families have to be employed to receive the credit, which is essentially a wage subsidy.  The credit also depends on the number of children (none, one, 2+).  Economists have advocated using this credit in lieu of cash welfare because it causes fewer labor supply distortions for the participation decision.  
This paper examines the 1986 expansion of the credit.  It’s a great paper—I encourage you to read it if you are interested in this area. http://www.jstor.org/stable/pdfplus/2946689.pdf
This credit was substantially expanded again in 1993.  This problem set will use Eissa and Liebman’s strategy to estimate the effects of the 1993 expansion.  Essentially, you will compare labor supply for single women before and after 1993 by whether or not they had children: the EITC largely applied to women with children.  

You will need to download the dataset EITC.dta to start.  This dataset contains CPS data for single women 20-54 with less than a high school education, as this group is most likely to be affected by the EITC.  

1.  Describe and summarize your data using the describe and summarize commands in STATA.  (I expect you to do that with every dataset you work with.  Get in the habit at looking at means, max values, and min values to get a sense of the data and to look for outliers/coding errors.)
. use eitc.dta, clear

. des

Contains data from eitc.dta

  obs:        13,746                          

 vars:            11                          10 Apr 2006 15:37

 size:       618,570 (99.4% of memory free)

-----------------------------------------------------------------------------------------

              storage  display     value

variable name   type   format      label      variable label

-----------------------------------------------------------------------------------------

state           float  %9.0g                  State of Residence

year            float  %9.0g                  Year [taxyear]

urate           float  %9.0g                  State Unemp Rate

children        byte   %8.0g                  Number of Children

nonwhite        byte   %8.0g                  Dummy=1 if Hispanic/Black

finc            double %10.0g                 Annual Family Income (97$)

earn            double %10.0g                 Annual earnings (97$)

age             byte   %8.0g                  Age of woman

ed              byte   %8.0g                  Years of education

work            byte   %8.0g                  Dummy =1 if Employed last year

unearn          double %10.0g                 Unearned Income (97$)

-----------------------------------------------------------------------------------------

Sorted by:  

. sum

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       state |     13746    54.52459    27.13489         11         95

        year |     13746    1993.347    1.703207       1991       1996

       urate |     13746    6.761734    1.462464        2.6       11.4

    children |     13746    1.192638    1.382105          0          9

    nonwhite |     13746    .6006838    .4897757          0          1

-------------+--------------------------------------------------------

        finc |     13746    15255.32    19444.25          0   575616.8

        earn |     13746    10432.48    18200.76          0   537880.6

         age |     13746    35.20966    10.15713         20         54

          ed |     13746    8.806053    2.635639          0         11

        work |     13746     .513022    .4998486          0          1

-------------+--------------------------------------------------------

      unearn |     13746    4.822844    7.122624          0   134.0575

2. Calculate the sample means of all variables for (a) single women with no children, (b) single women with 1 child, and (c) single women with 2+ children.  Earning are reported as zero for women who are not employed.  Create a new variable with earnings conditional on working (missing for non-employed) and calculate the means of this by group as well.
(Use summarize if ****)  Your results here parallel those reported in EL Table I (but will be different because you have more years.)

. gen earnifwork = earn if work==1

(6694 missing values generated)

. sum if children==0

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       state |      5927    53.39666    26.40429         11         95

        year |      5927    1993.365    1.700611       1991       1996

       urate |      5927    6.663067    1.480953        2.6       11.4

    children |      5927           0           0          0          0

    nonwhite |      5927     .515944    .4997879          0          1

-------------+--------------------------------------------------------

        finc |      5927    18559.86    23041.78          0   575616.8

        earn |      5927    13760.26     21301.4          0   537880.6

         age |      5927    38.49823    11.04638         20         54

          ed |      5927    8.548676    2.888691          0         11

        work |      5927    .5744896    .4944619          0          1

-------------+--------------------------------------------------------

      unearn |      5927    4.799607    8.495665          0   134.0575

  earnifwork |      3405    19838.93     23187.2          0   537880.6

. sum if children==1

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       state |      3058    55.59091    27.33653         11         95

        year |      3058    1993.338    1.717959       1991       1996

       urate |      3058     6.80206    1.449963        2.6       11.4

    children |      3058           1           0          1          1

    nonwhite |      3058    .5964683    .4906859          0          1

-------------+--------------------------------------------------------

        finc |      3058    13941.57    18551.76          0   410507.6

        earn |      3058    9928.279    17536.87          0   366095.5

         age |      3058    33.75899    9.901038         20         54

          ed |      3058    8.992479    2.396625          0         11

        work |      3058    .5376063    .4986653          0          1

-------------+--------------------------------------------------------

      unearn |      3058    4.013291    5.735145          0   102.9579

  earnifwork |      1644    14963.35    15828.81   1.022945   127792.4

. sum if children>=2

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       state |      4761    55.24386    27.84643         11         95

        year |      4761     1993.33    1.697045       1991       1996

       urate |      4761    6.858664    1.439712        2.6       11.4

    children |      4761    2.801092    1.064578          2          9

    nonwhite |      4761    .7088847    .4543243          0          1

-------------+--------------------------------------------------------

        finc |      4761     11985.3    13576.81          0   231489.5

        earn |      4761    6613.547    12869.32          0   162443.6

         age |      4761    32.04747    7.629929         20         54

          ed |      4761    9.006721    2.415887          0         11

        work |      4761    .4207099    .4937249          0          1

-------------+--------------------------------------------------------

      unearn |      4761    5.371749    5.898279          0   81.29683

  earnifwork |      2003    11961.44    13228.25          0   122855.6

3. How do these three samples differ?

Mothers with children are more likely to be nonwhite, and mothers with 2 children are much more likely to be nonwhite.  Family income, earnings, age, and the probability of work also decrease as the number of children increases.  Earnings decrease with the number of children even for employed women.  Education levels are about the same.  

4. Construct a variable for the “treatment” called ANYKIDS and a variable for after the expansion (called POST93—should be 1 for 1994 and later).

STATA hint:


gen dummyx = (x>=0);

This will create a variable, dummyx, with values of 1 if the statement in the parentheses is true, and 0 otherwise

. gen anykids = (children>=1)  

. gen post93 = (year>1993)

5. Create a graph which plots mean annual employment rates by year (1991-1996) for single women with children (treatment) and without children (control).  Use this graph to discuss the validity of using single women without children as a control group.  Given the other expansions prior to 1993, are there difficulties in testing for differences in “pre-treatment” trends?


Some useful STATA commands for doing this

preserve;
/*allows you to make changes and then later revert back to original data set*/;
/*Note that you can’t run this interactively—once the do file is complete, the dataset reverts back to the original*/
collapse work, by (year anykids);
/*creates means by year & kids—read up on the collapse command—one of my favs*/;

gen work0 = work if anykids==0;

gen work1=work if anykids==1;
/*You can also normalize these, making the scales comparable.  Lots of ways to do that—try making both start with a value of “1” in the first year*/;

Use the graph commands to plot the series work0 and work1—mess around with the options to learn how to make pretty graphs.
restore;
/*When you are done, restore takes your data set back to what it was before preserve*/;
. preserve

.         collapse work, by(year anykids)

.         gen work0 = work if anykids==0

(6 missing values generated)

.         label var work0 "Single women, no children"

.         gen work1 = work if anykids==1

(6 missing values generated)

.         label var work1 "Single women, children"

.         twoway (line work0 year, sort) (line work1 year, sort), ytitle(Labor Force Participation Rates)

.         graph save Graph "2010 homework\eitc1.gph", replace

(file 2010 homework\eitc1.gph saved)

. [image: image10.emf].45
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.         /*One normalization*/

.         sum work0 if year==1991

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       work0 |         1    .5830325           .   .5830325   .5830325

.         gen work0_yr1 = r(mean) /*Stores results from sum command--or you can do this by hand*/

.         sum work1 if year==1991

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       work1 |         1    .4600533           .   .4600533   .4600533

.         gen work1_yr1 = r(mean) /*Stores results from sum command*/

.         replace work0 = work0/work0_yr1

(6 real changes made)

.         replace work1 = work1/work1_yr1

(6 real changes made)

.         twoway (line work0 year, sort) (line work1 year, sort), ytitle(Ratio of LFPR to 1991 rate)

.         graph save Graph "2010 homework\eitc2.gph", replace

(file 2010 homework\eitc2.gph saved)

. restore
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6. Calculate the unconditional difference-in-difference estimates of the effect of the 1993 EITC expansion on employment of single women.  For comparison, here are the EL results, with standard errors in parentheses.  Your table should be parallel this format.  Calculate estimates with all women with children as the treatment (single women with no children as the control), women with children as the control.  Discuss these results.  Are they consistent or inconsistent with the theoretical predictions?
From Table II, Eissa and Liebman (1996)

	
	Before 1986
	After 1986
	Difference
	D-D

	Less that High school, with children
	.479

(.010)
	.497

(.010)
	.018

(.014)
	.041

(.019)

	Less than High school, without children
	.784

(.010)
	.761

(.009)
	-.023

(.013)
	



Some useful STATA commands:



sort anykids


by anykids: summarize ********* if post93==1 etc.
will give you means and standard deviations by category



mean work will give you means and standard errors
Reminder: To calculate standard errors for the means, divide standard deviations of the variable by the square root of n

The standard error for a difference in means is 
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Several commands to get that information:

. sort anykids post93

. by anykids post93: sum work

------------------------------------------------------------------------------------------> anykids = 0, post93 = 0

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        work |      3154    .5754597    .4943514          0          1

-----------------------------------------------------------------------------------------

-> anykids = 0, post93 = 1

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        work |      2773    .5733862    .4946743          0          1

-----------------------------------------------------------------------------------------

-> anykids = 1, post93 = 0

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        work |      4247    .4459619    .4971298          0          1

-----------------------------------------------------------------------------------------

-> anykids = 1, post93 = 1

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        work |      3572    .4907615    .4999846          0          1

. mean work if anykids==0 & post93==0

Mean estimation                     Number of obs    =    3154

--------------------------------------------------------------

             |       Mean   Std. Err.     [95% Conf. Interval]

-------------+------------------------------------------------

        work |   .5754597   .0088025      .5582006    .5927189

--------------------------------------------------------------

. mean work if anykids==0 & post93==1

Mean estimation                     Number of obs    =    2773

--------------------------------------------------------------

             |       Mean   Std. Err.     [95% Conf. Interval]

-------------+------------------------------------------------

        work |   .5733862   .0093939      .5549665    .5918059

--------------------------------------------------------------

. mean work if anykids==1 & post93==0

Mean estimation                     Number of obs    =    4247

--------------------------------------------------------------

             |       Mean   Std. Err.     [95% Conf. Interval]

-------------+------------------------------------------------

        work |   .4459619   .0076283      .4310064    .4609173

--------------------------------------------------------------

. mean work if anykids==1 & post93==1

Mean estimation                     Number of obs    =    3572

--------------------------------------------------------------

             |       Mean   Std. Err.     [95% Conf. Interval]

-------------+------------------------------------------------

        work |   .4907615   .0083657      .4743595    .5071635

--------------------------------------------------------------

. mean work, over(anykids post93)

Mean estimation                     Number of obs    =   13746

         Over: anykids post93

    _subpop_1: 0 0

    _subpop_2: 0 1

    _subpop_3: 1 0

    _subpop_4: 1 1

--------------------------------------------------------------

        Over |       Mean   Std. Err.     [95% Conf. Interval]

-------------+------------------------------------------------

work         |

   _subpop_1 |   .5754597   .0088025      .5582057    .5927138

   _subpop_2 |   .5733862   .0093939       .554973    .5917995

   _subpop_3 |   .4459619   .0076283      .4310093    .4609144

   _subpop_4 |   .4907615   .0083657      .4743636    .5071593

Updated Table II, Eissa and Liebman (1996)

	
	Before 1993
	After 1993
	Difference
	D-D

	Less that High school, with children
	.4459619

(.0076283)   
	.4907615

(.0083657)
 
	.044 
(.0113)
	.0468
(.0171)

	Less than High school, without children
	.5754597   
(.0088025)     

	 .5733862
(.0093939)      
	-.002
(.0128)
	


7. Now run a regression to estimate the conditional difference-in-difference estimate of the effect of the EITC.  Use all women with children as the treatment group.  Do not include any variables other that the few needed to calculate that effect.  How do these results compare with what you found in (6)?  What is the interpretation of the coefficient on the variables you included?

. gen postXany = anykids*post93

. reg work post93 anykids postXany

      Source |       SS       df       MS              Number of obs =   13746

-------------+------------------------------           F(  3, 13742) =   58.45

       Model |   43.269206     3  14.4230687           Prob > F      =  0.0000

    Residual |  3390.89986 13742  .246754465           R-squared     =  0.0126

-------------+------------------------------           Adj R-squared =  0.0124

       Total |  3434.16907 13745  .249848604           Root MSE      =  .49674

------------------------------------------------------------------------------

        work |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      post93 |  -.0020735   .0129314    -0.16   0.873    -.0274207    .0232737

     anykids |  -.1294979   .0116763   -11.09   0.000     -.152385   -.1066107

    postXany |   .0468731   .0171581     2.73   0.006     .0132409    .0805054

       _cons |   .5754597   .0088451    65.06   0.000     .5581222    .5927973

------------------------------------------------------------------------------

Note that the estimated effects are the same.  The difference in difference estimator is the coefficient on postXany—that is the estimated effect of the policy—the EITC increase labor force participation rates for mothers with children by nearly 5 percentage points.  The coefficient on post93 gives the estimated effect of the policy on the “control” group.  

8. Reestimate this model including demographic characteristics.  The ones in EL include non-labor income, number of preschool children, nonwhite dummy, age, age squared, education, and education squared. You will need to create some of these variables.  How does the treatment effect change?  Is that consistent with what you would expect?  Interpret the parameter estimates on nonwhite and non-labor income variables.  (This compared to EL Table III.)
. gen nonlaborinc = finc-earn

. gen age2 = age^2

. gen ed2 = ed^2

. reg work post93 anykids postXany nonlaborinc children nonwhite age age2 ed ed2

      Source |       SS       df       MS              Number of obs =   13746

-------------+------------------------------           F( 10, 13735) =  159.67

       Model |  357.643979    10  35.7643979           Prob > F      =  0.0000

    Residual |  3076.52509 13735  .223991634           R-squared     =  0.1041

-------------+------------------------------           Adj R-squared =  0.1035

       Total |  3434.16907 13745  .249848604           Root MSE      =  .47328

------------------------------------------------------------------------------

        work |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      post93 |  -.0086753   .0123277    -0.70   0.482    -.0328392    .0154887

     anykids |  -.0210255   .0146717    -1.43   0.152    -.0497841     .007733

    postXany |   .0581213   .0163556     3.55   0.000      .026062    .0901805

 nonlaborinc |  -.0000178   5.76e-07   -30.84   0.000    -.0000189   -.0000166

    children |  -.0517761   .0045187   -11.46   0.000    -.0606333   -.0429189

    nonwhite |  -.0627966   .0084818    -7.40   0.000    -.0794222   -.0461711

         age |   .0300951   .0032652     9.22   0.000     .0236949    .0364954

        age2 |  -.0003769   .0000449    -8.39   0.000     -.000465   -.0002889

          ed |  -.0039827   .0059512    -0.67   0.503    -.0156479    .0076826

         ed2 |   .0014154   .0004339     3.26   0.001     .0005648     .002266

       _cons |   .0610943   .0599603     1.02   0.308    -.0564362    .1786247

------------------------------------------------------------------------------

After including control variables, the difference in difference estimator is larger (.058) and more statistically significant.  The coefficient on non-labor income is negative—which is what we would expect if non-labor income leads to lower labor force participation.  The regression above uses nonlabor income in dollars—a $1000 increase in nonlabor income leads to a .0178 decrease in the probability that a woman works.   A more easily interpretable regression is the following:

. reg work post93 anykids postXany unearn children nonwhite age age2 ed ed2

      Source |       SS       df       MS              Number of obs =   13746

-------------+------------------------------           F( 10, 13735) =  159.67

       Model |   357.64398    10   35.764398           Prob > F      =  0.0000

    Residual |  3076.52509 13735  .223991634           R-squared     =  0.1041

-------------+------------------------------           Adj R-squared =  0.1035

       Total |  3434.16907 13745  .249848604           Root MSE      =  .47328

------------------------------------------------------------------------------

        work |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      post93 |  -.0086753   .0123277    -0.70   0.482    -.0328392    .0154887

     anykids |  -.0210255   .0146717    -1.43   0.152    -.0497841     .007733

    postXany |   .0581213   .0163556     3.55   0.000      .026062    .0901805

      unearn |  -.0177738   .0005763   -30.84   0.000    -.0189034   -.0166442

    children |  -.0517761   .0045187   -11.46   0.000    -.0606333   -.0429189

    nonwhite |  -.0627966   .0084818    -7.40   0.000    -.0794222   -.0461711

         age |   .0300951   .0032652     9.22   0.000     .0236949    .0364954

        age2 |  -.0003769   .0000449    -8.39   0.000     -.000465   -.0002889

          ed |  -.0039827   .0059512    -0.67   0.503    -.0156479    .0076826

         ed2 |   .0014154   .0004339     3.26   0.001     .0005648     .002266

       _cons |   .0610943   .0599603     1.02   0.308    -.0564362    .1786247

------------------------------------------------------------------------------

Here uearn is measured in thousands of dollars.  The coefficient on nonwhite implies that a nonwhite woman is 6 percentage points less likely to work, all else equal.
9. Add the state unemployment rate and allow its effect to vary by the presence of children.  (You will need to make another variable.)  Discuss your results. (This compared to EL Table III.)

. gen urateXkids = urate*anykids

. reg work post93 anykids postXany nonlaborinc children nonwhite age age2 ed ed2 urate urateXkids

      Source |       SS       df       MS              Number of obs =   13746

-------------+------------------------------           F( 12, 13733) =  134.58

       Model |  361.362599    12  30.1135499           Prob > F      =  0.0000

    Residual |  3072.80647 13733  .223753475           R-squared     =  0.1052

-------------+------------------------------           Adj R-squared =  0.1044

       Total |  3434.16907 13745  .249848604           Root MSE      =  .47303

------------------------------------------------------------------------------

        work |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      post93 |  -.0190936   .0137244    -1.39   0.164    -.0459953    .0078081

     anykids |    .037393   .0476168     0.79   0.432    -.0559425    .1307284

    postXany |   .0483809   .0181322     2.67   0.008     .0128394    .0839224

 nonlaborinc |  -.0000177   5.77e-07   -30.63   0.000    -.0000188   -.0000165

    children |  -.0520275   .0045176   -11.52   0.000    -.0608826   -.0431724

    nonwhite |  -.0549951    .008717    -6.31   0.000    -.0720816   -.0379087

         age |   .0300884   .0032635     9.22   0.000     .0236915    .0364852

        age2 |  -.0003775   .0000449    -8.41   0.000    -.0004655   -.0002895

          ed |  -.0041045   .0059491    -0.69   0.490    -.0157654    .0075565

         ed2 |   .0013791   .0004338     3.18   0.001     .0005287    .0022295

       urate |  -.0079653   .0046775    -1.70   0.089    -.0171338    .0012032

  urateXkids |  -.0078065    .006181    -1.26   0.207    -.0199221    .0043092

       _cons |   .1195811   .0687191     1.74   0.082    -.0151176    .2542799

------------------------------------------------------------------------------

A one percentage point increase in the unemployment rate lowers the LFP rate for women without children by .79% percentage points.  That effect is significant at the 10% level.  The point estimate for women with children is larger, but the effect is not statistically significant.  
10. Allow the treatment effect to vary by those with 1 or 2+ children.  Discuss your results and how they compare to your expectations.

. gen onekid = (children==1)

. gen twokid = (children>=2)

. gen postXone = post93*onekid

. gen postXtwo = post93*twokid

. reg work post93 onekid twokid postXone postXtwo nonlaborinc children nonwhite age age2 ed ed2 urate urateXkids

      Source |       SS       df       MS              Number of obs =   13746

-------------+------------------------------           F( 14, 13731) =  115.42

       Model |  361.593545    14  25.8281104           Prob > F      =  0.0000

    Residual |  3072.57552 13731  .223769246           R-squared     =  0.1053

-------------+------------------------------           Adj R-squared =  0.1044

       Total |  3434.16907 13745  .249848604           Root MSE      =  .47304

------------------------------------------------------------------------------

        work |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      post93 |  -.0190987   .0137249    -1.39   0.164    -.0460014     .007804

      onekid |   .0429772   .0479375     0.90   0.370    -.0509869    .1369413

      twokid |   .0362277    .050628     0.72   0.474    -.0630102    .1354655

    postXone |   .0351591   .0224768     1.56   0.118    -.0088986    .0792167

    postXtwo |   .0570707    .020126     2.84   0.005     .0176211    .0965203

 nonlaborinc |  -.0000177   5.77e-07   -30.63   0.000    -.0000188   -.0000165

    children |  -.0529995   .0064828    -8.18   0.000    -.0657067   -.0402923

    nonwhite |  -.0549307   .0087192    -6.30   0.000    -.0720216   -.0378399

         age |   .0300852   .0032648     9.21   0.000     .0236857    .0364847

        age2 |  -.0003773   .0000449    -8.40   0.000    -.0004654   -.0002893

          ed |  -.0041723     .00595    -0.70   0.483    -.0158351    .0074904

         ed2 |   .0013854   .0004339     3.19   0.001     .0005349    .0022359

       urate |  -.0079654   .0046777    -1.70   0.089    -.0171343    .0012035

  urateXkids |  -.0077263   .0061821    -1.25   0.211    -.0198441    .0043915

       _cons |   .1195596   .0687351     1.74   0.082    -.0151707    .2542898

------------------------------------------------------------------------------

The treatment effect is strongest for women with two or more children.  This makes sense, since the EITC increases for 2 children, lending greater credibility to the results.  

11. Estimate a “placebo” treatment model.  Take data from only the pre-reform period.  Use the same treatment and control groups.  Introduce a placebo policy that begins in 1992 (so 1992 and 1993 both have this fake policy).  What do you find?  Discuss the implications of this result.

. gen placebo = (year>=1992)

. gen placeboXany = anykids*placebo

. reg work placebo anykids placeboXany nonlaborinc children nonwhite age age2 ed ed2 if year<1994

      Source |       SS       df       MS              Number of obs =    7401

-------------+------------------------------           F( 10,  7390) =   91.57

       Model |  203.981592    10  20.3981592           Prob > F      =  0.0000

    Residual |  1646.25865  7390  .222768423           R-squared     =  0.1102

-------------+------------------------------           Adj R-squared =  0.1090

       Total |  1850.24024  7400  .250032465           Root MSE      =  .47198

------------------------------------------------------------------------------

        work |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     placebo |  -.0102834   .0176085    -0.58   0.559    -.0448012    .0242343

     anykids |   -.002008   .0228072    -0.09   0.930    -.0467167    .0427007

 placeboXany |  -.0116809   .0232302    -0.50   0.615    -.0572188     .033857

 nonlaborinc |  -.0000182   7.97e-07   -22.85   0.000    -.0000198   -.0000166

    children |  -.0569268   .0062013    -9.18   0.000    -.0690832   -.0447704

    nonwhite |  -.0548067   .0114295    -4.80   0.000    -.0772119   -.0324016

         age |   .0300042   .0045005     6.67   0.000      .021182    .0388264

        age2 |  -.0003736   .0000619    -6.04   0.000    -.0004948   -.0002523

          ed |  -.0179726   .0080547    -2.23   0.026     -.033762   -.0021831

         ed2 |   .0024053   .0005889     4.08   0.000     .0012509    .0035596

       _cons |   .1030292    .082934     1.24   0.214    -.0595452    .2656036

The placebo policy is not significant, suggesting that there are not preexisting trends that are driving the results.
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