Instrumental Variables and Simultaneous Equations
1. A classmate is interested in estimating the variance of the error term in the following equation
yi =β0 +β1xi +ui and data, (yi , xi, zi ) i= 1,..., n
where i denotes entities, y is the dependent variable, and x is an explanatory variable for each entity and z is an instrument.

Suppose that she uses the estimator for 
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from the second-stage regression of TSLS:
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where 
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 is the fitted value from the first-stage regression. Is this a consistent estimator for 
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?  (For the purposes of this question assume that the sample is very large and the TSLS estimators are essentially identical to 
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Be sure that you note that the predicted errors (
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) constructed this way:
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are not the same as the predicted errors (
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)constructed this way:
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Answer:
First step: Figure out your goal.  We want to rewrite the estimator (here
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) as something that will converge to the population moments (here
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The sample counterpart to the population variance of the errors would be 
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or something similar.  That means we need to replace a term in our estimator with something that will contain the  
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Second step: Replace yi with its equivalent in terms of the 
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Now combine terms so that you isolate the term that will converge to 
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Third step: Apply LLN.  
plim (
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 + nonzero term  [Or can write 
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So this estimator is not consistent.
(b) Is 
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a consistent estimator?

Again, replace yi with its equivalent in terms of the estimated coefficients:
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Apply LLN--this converges to 
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--this estimator is consistent.

2. Consider the simple regression model yi =β0 +β1xi +ui  and let z be a binary instrumental variable for x.  Use (15.10) in the book to show that the IV estimator 
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 are the sample averages of yi and xi over the part of the sample where z=1 and 
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 are the sample averages of yi and xi over the part of the sample where z=0.  

This estimator, known as the grouping estimator, was first suggested by Wald (1940).  In the next problem and in the empirical part of the problem set below, we will refer to this Wald estimator.
Step 1:  Rewrite the numerator in the formula for 
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Remember, this is allowed because 
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 and similarly when we replace x with y.  (If you need to verify that statement, crank through the algebra to show it.)
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where n1 = 
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 is the number of observations with zi = 1, and we have used the fact that 
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, the average of the yi over the i with zi = 1.  So far, we have shown that the numerator in 
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Step 2: Write 
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 as a weighted average of the averages over the two subgroups:  
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Therefore, the numerator of 
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(n0n1/n)(
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Step 3:  By simply replacing y with x, the denominator in 
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 can be expressed as (n0n1/n)(
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3. Take the model yi =β0 +β1xi +ui and data, (yi , xi, zi ) i= 1,..., n where i denotes entities, y is the dependent variable, and x is an explanatory variable for each entity and z is an instrument that takes on the value of either 0 or 1 (a dummy variable). Assume that both x and y are continuous.  Note that the 2SLS estimator will be the Wald Estimator discussed above.
The following is some data to make this more concrete.  
Sample

	y
	x
	z

	20
	3
	0

	20
	
	0

	30
	3
	0

	
	6
	0

	50
	3
	0

	40
	4
	0

	65
	2
	0

	70
	
	0

	45
	8
	0

	30
	9
	0

	
	8
	1

	75
	9
	1

	60
	8
	1

	60
	
	1

	55
	7
	1

	
	8
	1

	90
	7
	1

	85
	9
	1

	75
	4
	1

	90
	7
	1


Note: In the table, I blacked out some of the values of the data, but these were included the regressions that follow.  The idea is that you cannot calculate 
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 using a computer package (or by hand doing averages).

Given the information provided below, what is
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?  (Note—not all of the following information may be relevant.)
Sample Summary Statistics:
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stdev(y)= 22.37 
stdev(x)=2.31 

stdev(z)=0.51

Regression #1Dependent Variable: X

Method: Least Squares

Included observations: 20

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.

	Constant
	4.900000
	0.636832
	7.694332
	0.0000

	Z
	2.400000
	0.900617
	2.664840
	0.0158


R-squared 0.282908 

Mean dependent var 6.100000

Adjusted R-squared 0.243069 
S.D. dependent var 2.314713

S.E. of regression 2.013841
 Akaike info criterion 4.332604

Sum squared resid 73.00000 
Schwarz criterion 4.432177

Log likelihood -41.32604 
F-statistic 7.101370

Durbin-Watson stat 1.514521 
Prob(F-statistic) 0.015786

Regression #2 Dependent Variable: Y

Method: Least Squares

Included observations: 20

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.

	Constant
	36.48330
	14.13098
	2.581795
	0.0188

	X
	2.912574
	2.172712
	1.340524
	0.1967


R-squared 0.090772 

Mean dependent var 54.25000

Adjusted R-squared 0.040259 
S.D. dependent var 22.37686

S.E. of regression 21.92180 
Akaike info criterion 9.107479

Sum squared resid 8650.172 
Schwarz criterion 9.207052

Log likelihood -89.07479 
F-statistic 1.797005

Durbin-Watson stat 0.836087 
Prob(F-statistic) 0.196750

Regression #3 Dependent Variable: Y

Method: Least Squares

Included observations: 20

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.

	Constant
	42.00000
	6.015027
	6.982512
	0.0000

	Z
	24.50000
	8.506533
	2.880139
	0.0100


R-squared 0.315464 

Mean dependent var 54.25000

Adjusted R-squared 0.277435 
S.D. dependent var 22.37686

S.E. of regression 19.02119 
Akaike info criterion 8.823623

Sum squared resid 6512.500 
Schwarz criterion 8.923197

Log likelihood -86.23623 
F-statistic 8.295202

Durbin-Watson stat 1.181612 
Prob(F-statistic) 0.009963

Answer: 

Following the previous problem,  
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=24.5/2.4=10.208
4. (From 15.7)  The following is a simple model to measure the effect of a school choice program on standardized test performance (see Rouse[1998])

score  =  β0  + β1choice +  β2faminc + u  
Where score is the score on a statewide test, choice is a binary variable indicating whether a student attended a choice school in the last year, and faminc is family income.  The IV for choice is grant, the dollar amount granted by the government to students to use for tuition at choice schools.  The grant amount differed by family income level, which is why we control for faminc in the equation.

(a) Even with faminc in the equation, why might choice be correlation with u?

Even at a given income level, some students are more motivated and more able than others, and their families are more supportive (say, in terms of providing transportation) and enthusiastic about education.  Therefore, there is likely to be a self-selection problem: students that would do better anyway are also more likely to attend a choice school.
(b) If within each income class, the grant amounts were assigned randomly, is grant uncorrelated with u?

Assuming we have the functional form for faminc correct, the answer is yes.  Since u1 does not contain income, random assignment of grants within income class means that grant designation is not correlated with unobservables such as student ability, motivation, and family support.

(c) What other condition needs to be satisfied for grant to be a good instrument for choice?  

Grant needs to be correlated with choice: it seems plausible here that larger grants make it more likely that  families will send their child to a choice school.
(d) Write the reduced form equation for choice (that is, choice as a function of all exogenous variables).  What is needed for grant to be partially correlated with choice?

The reduced form is

choice  =  (0 + (1faminc + (2grant + v2,

and we need (2 ( 0.  In other words, after accounting for income, the grant amount must have some affect on choice.  This seems reasonable, provided the grant amounts differ within each income class.

(e) Write the reduced form equation for score (that is, score as a function of all exogenous variables).  Explain why this equation is useful.  How do you interpret the coefficient on grant?

The reduced form for score is just a linear function of the exogenous variables 

score  =  (0 + (1faminc + (2grant + v1.

This equation allows us to directly estimate the effect of increasing the grant amount on the test score, holding family income fixed.  From a policy perspective this is itself of some interest.
Empirical Exercise
Women with children work less than women without kids. In a model where labor supply is regressed on the number of children in a household, the coefficient on the number of children is negative, large in magnitude, and statistically significant. This does not mean that the drop in work is actually caused by the presence of children in the house. (Why not?)  To obtain a consistent estimate of the impact of kids on labor supply, some authors have suggested using whether a mother had twins on their first birth as an instrument for the number of children in the household. Twins are in many respect random and the realization of a twin increases the number of children in the household by 1.
The data come from the 1980 Public Use Micro Sample 5% Census data files.  The file is contains a sample of women aged 21- 40 with at least one kid. The 1980 PUMS identifies a person’s age at the time of then census and their quarter of birth. Because the census is taken on April 1st, we know a person’s year and quarter of birth and we can infer that any two kids in the household with the same age and quarter of birth are twins. There are roughly 6,000 1st births to mothers that are twins. There are over 800,000 observations in the original data set: the STATA data file on the website twins1st.raw contains a random sample of about 6,500 non-twin births for a total of about 12,500 observations. 

Variable name 
Description

age 


Mother's current age in years

agefst 


Mom's age when she first gave birth

race 


1=white, 2=black, 3=other race

educ 


Mother's years of education

married 

Dummy variable for current marital statue, 1= married, 0=not

kids 


Number of children ever born to the mother

boy1st 


Dummy variable, =1 if first kid is a boy, =0 otherwise.

twin1st 

Dummy variable, =1 if the first pregnancy ended in a twin birth

weeks 


Weeks worked in previous year (from 0-52)

worked 

Dummy variable, = 1 if the Mom worked at all in the previous year

lincome 

Labor income earned in the previous year

Please submit a STATA log file with your output.  Answer the questions by either (a) adding comments to your log file or (b) opening your log file up in a text editor when you are done and typing in your answers.

1. What fraction of women work?   What is average weeks worked among women that work?   What are median labor earnings for women who worked?
. sum worked 

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

      worked |     12500      .60456    .4889646          0          1

. /*60.45% work*/

. sum weeks if worked==1

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       weeks |      7557    38.30899    16.53096          1         52

. /*Among working women, work an average of 38 weeks*/

. sum lincome if worked==1, detail  /*Shows several percentiles, high and low obs

>  */

                   moms labor income, 1979

-------------------------------------------------------------

      Percentiles      Smallest

 1%            0              0

 5%           45              0

10%          415              0       Obs                7557

25%         2005              0       Sum of Wgt.        7557

50%         5505                      Mean           6475.015

                        Largest       Std. Dev.      5680.504

75%         9645          58515

90%        14005          60005       Variance       3.23e+07

95%        17005          70005       Skewness       1.727431

99%        23005          75000       Kurtosis       11.62867

. /*centile lincome  will just list median */

. /*median labor earnings are $5505*/

2. Construct an indicator that equals 1 for women that have a second child. Call this variable SECOND. What fraction of women had a second child? 
. gen second = (kids>=2) & (kids~=.) 

. /*Add this second because STATA treats missing values as a very large positive 

> number */

. 

. sum second

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

      second |     12500      .85536    .3517516          0          1

. /*85% of women with children have 2 or more*/
Consider a simple bivariate regression where WEEKS (Y) is regressed on SECOND (X) such as Y = β0 + β1Xi + εi. What is the coefficient for β1 in this regression? 
Because of the concern that X and ε are correlated, use twins on 1st birth TWIN1ST (Z) as an instrument for X in an instrumental variables model.  NOTE: Because Z is a 0/1 variable, the 2SLS estimator will be the Wald estimator you worked with in problems #2 and #3.

Consider the first stage regression of X on Z. Why is the coefficient on Z not 1 - e..g, don’t twins increase the number of kids in the house by 1? 
What is the IV (Wald) estimate for β1?  Compare the coefficient to the OLS estimate you produced above.  Why does it differ?
. reg weeks second

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =  140.68

       Model |  71801.5838     1  71801.5838           Prob > F      =  0.0000

    Residual |   6378669.1 12498  510.375188           R-squared     =  0.0111

-------------+------------------------------           Adj R-squared =  0.0111

       Total |  6450470.68 12499  516.078941           Root MSE      =  22.591

------------------------------------------------------------------------------

       weeks |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      second |  -6.813862   .5744749   -11.86   0.000    -7.939921   -5.687803

       _cons |   28.98838    .531307    54.56   0.000     27.94694    30.02983

------------------------------------------------------------------------------

. ivreg weeks (second=twin1st), first

First-stage regressions

-----------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) = 2239.20

       Model |  234.976907     1  234.976907           Prob > F      =  0.0000

    Residual |  1311.51397 12498  .104937908           R-squared     =  0.1519

-------------+------------------------------           Adj R-squared =  0.1519

       Total |  1546.49088 12499  .123729169           Root MSE      =  .32394

------------------------------------------------------------------------------

      second |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     twin1st |   .2746051   .0058031    47.32   0.000     .2632301    .2859801

       _cons |   .7253949   .0039923   181.70   0.000     .7175694    .7332204

------------------------------------------------------------------------------

Instrumental variables (2SLS) regression

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =    5.97

       Model |  55880.8153     1  55880.8153           Prob > F      =  0.0146

    Residual |  6394589.86 12498  511.649053           R-squared     =  0.0087

-------------+------------------------------           Adj R-squared =  0.0086

       Total |  6450470.68 12499  516.078941           Root MSE      =   22.62

------------------------------------------------------------------------------

       weeks |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      second |  -3.605315   1.475616    -2.44   0.015    -6.497751   -.7128802

       _cons |   26.24392   1.278295    20.53   0.000     23.73827    28.74958

------------------------------------------------------------------------------

Instrumented:  second

Instruments:   twin1st

------------------------------------------------------------------------------

. /*For the first stage, the coefficients imply that 73% of women without twins h

> ave

> two or more children.  Of course 100% (.7253+.2746) of women with twins have 2 

> or more kids*/

. 

. /*What is the IV (Wald) estimate and compare the coefficient to the OLS estimat

> e you produced above.*/

. 

. /*The IV/2SLS estimate is -3.60 on second--so having a second child leads to 

> at 3.6 week reduction in work.  This is about half the size of the OLS estimate

>  of -6.8 */

. 

. /*Computing the Wald estimate by hand: (y1bar-y0bar)/(x1bar-x0bar) */

. tab twin1st, sum(weeks)

=1 if first |

 birth is a |   Summary of weeks worked in 1979

       twin |        Mean   Std. Dev.       Freq.

------------+------------------------------------

          0 |   23.628645   22.700291        6584

          1 |   22.638607   22.726926        5916

------------+------------------------------------

      Total |    23.16008   22.717371       12500

. /* (y1bar-y0bar) = (22.639 - 23.629) = -.99 */

. tab twin1st, sum(second) /*Another way to do this--note we have this info from 

> 1st stage*/

=1 if first |

 birth is a |          Summary of second

       twin |        Mean   Std. Dev.       Freq.

------------+------------------------------------

          0 |    .7253949   .44634897        6584

          1 |           1           0        5916

------------+------------------------------------

      Total |      .85536   .35175157       12500

. /* (x1bar-x0bar) = (1 - .725) = .2746*/

. /*Wald Estimate = -.99/.2746 = -3.6 which is what we of course found*/

3. A number of authors have used twins as an instrument for fertility in a number of different papers. The argument is that twins are “random” but the question is whether twins convey information about the mother. Construct three indicators for the mother’s race. Run a series of regressions with 6 different outcomes (EDUC, AGEFST, MARRIED, and whether the mother is white, black, or some race) on a single indicator: TWIN1ST. 
Interpret the coefficients.  What coefficients are statistically significant? Are these differences economically meaningful, that is, are the coefficients large in magnitude? What do these results suggest about the “randomness” of twins on first birth?

. tab race, m /*Check if there are missing values in race*/

   1=white, |

   2=black, |

    3=other |

       race |      Freq.     Percent        Cum.

------------+-----------------------------------

          1 |     10,576       84.61       84.61

          2 |      1,564       12.51       97.12

          3 |        360        2.88      100.00

------------+-----------------------------------

      Total |     12,500      100.00

. gen white = (race==1) /*will be 1 if white, 0 otherwise--

>                 had to check missing race so missing values aren't given a zero

>  accidentablly*/

. gen black = (race==2)

. gen other = (race==3)

. foreach v of varlist white black other educ agefst married {  

  2.         reg   `v' twin1st

  3. }

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =   27.44

       Model |  3.56574038     1  3.56574038           Prob > F      =  0.0000

    Residual |  1624.29218 12498  .129964169           R-squared     =  0.0022

-------------+------------------------------           Adj R-squared =  0.0021

       Total |  1627.85792 12499  .130239053           Root MSE      =  .36051

------------------------------------------------------------------------------

       white |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     twin1st |  -.0338276   .0064581    -5.24   0.000    -.0464865   -.0211686

       _cons |   .8620899   .0044429   194.04   0.000     .8533811    .8707987

------------------------------------------------------------------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =   31.66

       Model |  3.45703454     1  3.45703454           Prob > F      =  0.0000

    Residual |  1364.85529 12498  .109205896           R-squared     =  0.0025

-------------+------------------------------           Adj R-squared =  0.0024

       Total |  1368.31232 12499  .109473743           Root MSE      =  .33046

------------------------------------------------------------------------------

       black |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     twin1st |   .0333079     .00592     5.63   0.000     .0217039     .044912

       _cons |    .109356   .0040727    26.85   0.000      .101373    .1173391

------------------------------------------------------------------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =    0.03

       Model |  .000841382     1  .000841382           Prob > F      =  0.8623

    Residual |  349.631159 12498  .027974969           R-squared     =  0.0000

-------------+------------------------------           Adj R-squared = -0.0001

       Total |     349.632 12499  .027972798           Root MSE      =  .16726

------------------------------------------------------------------------------

       other |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     twin1st |   .0005196   .0029963     0.17   0.862    -.0053535    .0063928

       _cons |   .0285541   .0020613    13.85   0.000     .0245136    .0325945

------------------------------------------------------------------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =    8.01

       Model |  50.1389213     1  50.1389213           Prob > F      =  0.0047

    Residual |  78274.9424 12498  6.26299747           R-squared     =  0.0006

-------------+------------------------------           Adj R-squared =  0.0006

       Total |  78325.0813 12499  6.26650782           Root MSE      =  2.5026

------------------------------------------------------------------------------

       educm |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     twin1st |    .126848   .0448319     2.83   0.005     .0389705    .2147254

       _cons |   12.46173   .0308423   404.05   0.000     12.40127    12.52218

------------------------------------------------------------------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =  135.53

       Model |  1746.73053     1  1746.73053           Prob > F      =  0.0000

    Residual |  161071.047 12498  12.8877458           R-squared     =  0.0107

-------------+------------------------------           Adj R-squared =  0.0106

       Total |  162817.777 12499  13.0264643           Root MSE      =    3.59

------------------------------------------------------------------------------

      agefst |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     twin1st |    .748702   .0643109    11.64   0.000     .6226427    .8747612

       _cons |   21.28341   .0442429   481.06   0.000     21.19669    21.37014

------------------------------------------------------------------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  1, 12498) =    5.15

       Model |  .732045576     1  .732045576           Prob > F      =  0.0232

    Residual |  1774.87203 12498  .142012485           R-squared     =  0.0004

-------------+------------------------------           Adj R-squared =  0.0003

       Total |  1775.60408 12499  .142059691           Root MSE      =  .37685

------------------------------------------------------------------------------

     married |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     twin1st |  -.0153273   .0067509    -2.27   0.023      -.02856   -.0020946

       _cons |   .8358141   .0046443   179.97   0.000     .8267106    .8449176

------------------------------------------------------------------------------

. sum white black other educ agefst married 

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

       white |     12500      .84608    .3608865          0          1

       black |     12500      .12512    .3308682          0          1

       other |     12500       .0288    .1672507          0          1

       educm |     12500    12.52176    2.503299          0         20

      agefst |     12500    21.63776    3.609219         15         35

-------------+--------------------------------------------------------

     married |     12500      .82856    .3769081          0          1

. /*Above loop to illustrate how to use loops in STATA--"foreach" command is hand

> y*/

. /*Of course, you could also type a bunch of "reg" commnads too */

. 

. /*All of the coeffs are significantly different from zero, with t-stats

> ranging in magnitude form 2.27-11.64

> Recall that about 47% of the sample have twins

> About 11% of the non-twin sample is black, 14% of twin sample is black

> The twin sample has about 1.5 more months of education (.1268*12) and

> are nearly 9 months older on average (.748*12) than the non-twin sample.

> 83.6% of nontwin sample are married, compared to 82% of the twin sample. */

. 

. /*To evaluate the magnitudes, compare these for example to the standard deviati

> ons*/

. /*For instance, the correlation with age is particularly big--the standard devi

> ation 

> for this sample is only 3.6 years, so 9 months is pretty large relative to that

> */

. 

. /*Together, these estimates suggest that twin births may not be random.*/

5. Now that we know twins are correlated with some observed characteristics, run two structural labor supply models via OLS, with weeks worked and whether a mom worked as outcomes, and control for mothers age, age1st, educ, black, other race, married and SECOND. What is the impact of a second child on labor supply and weeks worked? Now, use TWIN1ST as an instrument (for SECOND) in these models. Compare these estimates to the IV (Wald) estimates in (2). What has happened to the labor supply impacts of having a second child? Explain. For these two models, construct a Hausman test that SECOND is exogenous in the labor supply models. Can you reject or not reject the null hypothesis that SECOND is exogenous?
. reg weeks agem agefst educm black other married second

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =  150.56

       Model |  501874.986     7  71696.4266           Prob > F      =  0.0000

    Residual |  5948595.69 12492  476.192419           R-squared     =  0.0778

-------------+------------------------------           Adj R-squared =  0.0773

       Total |  6450470.68 12499  516.078941           Root MSE      =  21.822

------------------------------------------------------------------------------

       weeks |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        agem |   1.000666   .0462932    21.62   0.000     .9099239    1.091407

      agefst |  -1.110525    .065915   -16.85   0.000    -1.239728   -.9813213

       educm |   1.321557   .0847274    15.60   0.000     1.155478    1.487636

       black |   2.722332   .6233304     4.37   0.000     1.500509    3.944156

       other |   2.647268   1.171034     2.26   0.024     .3518603    4.942676

     married |  -5.520823   .5492189   -10.05   0.000    -6.597377   -4.444269

      second |  -9.255974   .5768304   -16.05   0.000    -10.38665   -8.125297

       _cons |   11.67178   1.634199     7.14   0.000       8.4685    14.87506

------------------------------------------------------------------------------

. estimates store weeksols

. reg worked agem agefst educm black other married second

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =  106.24

       Model |  167.905415     7  23.9864878           Prob > F      =  0.0000

    Residual |  2820.43467 12492  .225779272           R-squared     =  0.0562

-------------+------------------------------           Adj R-squared =  0.0557

       Total |  2988.34008 12499  .239086333           Root MSE      =  .47516

------------------------------------------------------------------------------

      worked |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        agem |   .0147994    .001008    14.68   0.000     .0128235    .0167752

      agefst |  -.0231567   .0014353   -16.13   0.000    -.0259701   -.0203434

       educm |   .0324598   .0018449    17.59   0.000     .0288435    .0360761

       black |   .0350211   .0135728     2.58   0.010     .0084164    .0616259

       other |   .0512652   .0254988     2.01   0.044     .0012835    .1012468

     married |  -.0673174    .011959    -5.63   0.000     -.090759   -.0438758

      second |  -.1731451   .0125603   -13.79   0.000    -.1977651    -.148525

       _cons |    .438059   .0355841    12.31   0.000     .3683087    .5078093

------------------------------------------------------------------------------

. estimates store workedols

. /*These suggest that women with at least 2 kids work 9.25 fewer weeks and 

>  17.3 points fewer work at all*/

. 

. 

. /*Now, use TWIN1ST as an instrument (for SECOND) in these models. 

> Compare these estimates to the IV (Wald) estimates in (2). 

> What has happened to the labor supply impacts of having a second child? Explain

> . 

> Construct a Hausman test that SECOND is exogenous in the labor supply models. 

> Can you reject or not reject the null hypothesis that SECOND is exogenous?*/

. 

. ivreg weeks agem agefst educm black other married (second=twin1st), first

First-stage regressions

-----------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =  549.46

       Model |  364.064506     7  52.0092151           Prob > F      =  0.0000

    Residual |  1182.42637 12492  .094654689           R-squared     =  0.2354

-------------+------------------------------           Adj R-squared =  0.2350

       Total |  1546.49088 12499  .123729169           Root MSE      =  .30766

------------------------------------------------------------------------------

      second |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        agem |   .0194507   .0006325    30.75   0.000     .0182109    .0206904

      agefst |  -.0233074   .0009212   -25.30   0.000    -.0251131   -.0215017

       educm |  -.0020279   .0011945    -1.70   0.090    -.0043693    .0003134

       black |  -.0340583   .0088036    -3.87   0.000    -.0513146   -.0168019

       other |  -.0004413   .0165101    -0.03   0.979    -.0328036     .031921

     married |   .0969242   .0077103    12.57   0.000     .0818108    .1120376

     twin1st |   .2848033   .0055559    51.26   0.000     .2739128    .2956937

       _cons |   .5708233   .0225134    25.35   0.000     .5266935    .6149531

------------------------------------------------------------------------------

Instrumental variables (2SLS) regression

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =  114.07

       Model |  459906.304     7  65700.9006           Prob > F      =  0.0000

    Residual |  5990564.38 12492  479.552063           R-squared     =  0.0713

-------------+------------------------------           Adj R-squared =  0.0708

       Total |  6450470.68 12499  516.078941           Root MSE      =  21.899

------------------------------------------------------------------------------

       weeks |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      second |  -3.840711   1.388533    -2.77   0.006    -6.562449   -1.118972

        agem |    .893219   .0527759    16.92   0.000     .7897702    .9966679

      agefst |   -1.00932   .0702269   -14.37   0.000    -1.146975   -.8716644

       educm |   1.338171   .0851139    15.72   0.000     1.171335    1.505007

       black |   2.761305   .6255913     4.41   0.000      1.53505    3.987561

       other |   2.651669   1.175159     2.26   0.024     .3481773    4.955161

     married |  -6.005684   .5626186   -10.67   0.000    -7.108503   -4.902865

       _cons |   8.371989   1.811332     4.62   0.000     4.821501    11.92248

------------------------------------------------------------------------------

Instrumented:  second

Instruments:   agem agefst educm black other married twin1st

------------------------------------------------------------------------------

. hausman . weeksols

                 ---- Coefficients ----

             |      (b)          (B)            (b-B)     sqrt(diag(V_b-V_B))

             |       .         weeksols      Difference          S.E.

-------------+----------------------------------------------------------------

      second |   -3.840711    -9.255974        5.415263        1.263048

        agem |     .893219     1.000666       -.1074467        .0253423

      agefst |    -1.00932    -1.110525         .101205        .0242286

       educm |    1.338171     1.321557        .0166139        .0081019

       black |    2.761305     2.722332        .0389731         .053139

       other |    2.651669     2.647268         .004401        .0983668

     married |   -6.005684    -5.520823       -.4848613        .1220586

------------------------------------------------------------------------------

                           b = consistent under Ho and Ha; obtained from ivreg

          B = inconsistent under Ha, efficient under Ho; obtained from regress

    Test:  Ho:  difference in coefficients not systematic

                  chi2(7) = (b-B)'[(V_b-V_B)^(-1)](b-B)

                          =       18.38

                Prob>chi2 =      0.0104

. /*The p-value associated with this test is .01--so we reject the null that 

> the OLS and IV estimates are the same--this implies that SECOND is NOT exogenou

> s*/

. ivreg worked agem agefst educm black other married (second=twin1st), first

First-stage regressions

-----------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =  549.46

       Model |  364.064506     7  52.0092151           Prob > F      =  0.0000

    Residual |  1182.42637 12492  .094654689           R-squared     =  0.2354

-------------+------------------------------           Adj R-squared =  0.2350

       Total |  1546.49088 12499  .123729169           Root MSE      =  .30766

------------------------------------------------------------------------------

      second |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        agem |   .0194507   .0006325    30.75   0.000     .0182109    .0206904

      agefst |  -.0233074   .0009212   -25.30   0.000    -.0251131   -.0215017

       educm |  -.0020279   .0011945    -1.70   0.090    -.0043693    .0003134

       black |  -.0340583   .0088036    -3.87   0.000    -.0513146   -.0168019

       other |  -.0004413   .0165101    -0.03   0.979    -.0328036     .031921

     married |   .0969242   .0077103    12.57   0.000     .0818108    .1120376

     twin1st |   .2848033   .0055559    51.26   0.000     .2739128    .2956937

       _cons |   .5708233   .0225134    25.35   0.000     .5266935    .6149531

------------------------------------------------------------------------------

Instrumental variables (2SLS) regression

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =   79.77

       Model |  155.646841     7   22.235263           Prob > F      =  0.0000

    Residual |  2832.69324 12492  .226760586           R-squared     =  0.0521

-------------+------------------------------           Adj R-squared =  0.0516

       Total |  2988.34008 12499  .239086333           Root MSE      =  .47619

------------------------------------------------------------------------------

      worked |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      second |   -.080595   .0301941    -2.67   0.008    -.1397801   -.0214099

        agem |    .012963   .0011476    11.30   0.000     .0107135    .0152126

      agefst |  -.0214271   .0015271   -14.03   0.000    -.0244205   -.0184337

       educm |   .0327438   .0018508    17.69   0.000     .0291159    .0363717

       black |   .0356872   .0136037     2.62   0.009     .0090219    .0623525

       other |   .0513404   .0255542     2.01   0.045     .0012502    .1014306

     married |   -.075604   .0122343    -6.18   0.000    -.0995851   -.0516228

       _cons |   .3816636    .039388     9.69   0.000     .3044571    .4588701

------------------------------------------------------------------------------

Instrumented:  second

Instruments:   agem agefst educm black other married twin1st

------------------------------------------------------------------------------

. hausman . workedols

                 ---- Coefficients ----

             |      (b)          (B)            (b-B)     sqrt(diag(V_b-V_B))

             |       .        workedols      Difference          S.E.

-------------+----------------------------------------------------------------

      second |    -.080595    -.1731451        .0925501        .0274577

        agem |     .012963     .0147994       -.0018363        .0005486

      agefst |   -.0214271    -.0231567        .0017297        .0005216

       educm |    .0327438     .0324598        .0002839        .0001479

       black |    .0356872     .0350211        .0006661        .0009164

       other |    .0513404     .0512652        .0000752        .0016812

     married |    -.075604    -.0673174       -.0082866        .0025807

------------------------------------------------------------------------------

                           b = consistent under Ho and Ha; obtained from ivreg

          B = inconsistent under Ha, efficient under Ho; obtained from regress

    Test:  Ho:  difference in coefficients not systematic

                  chi2(7) = (b-B)'[(V_b-V_B)^(-1)](b-B)

                          =       11.36

                Prob>chi2 =      0.1236

. /*The p-value associated with this test is .12--so we do not reject the null th

> at 

> the OLS and IV estimates are the same.  Note that .12 is not exactly large eith

> er,

> so we ought to have a strong theoretical argument for why we believe SECOND to 

> be exogenous

> if we want to use the OLS estimates*/
5. The results in (3) suggest that twins might signal something about the mother that is correlated with labor supply, and as a result, the IV (Wald) estimates in (2) and the 2SLS estimates in (4) may be more inconsistent than OLS estimates. Calculate the correlation coefficient between Z and X. Given this value, is this a concern?

. corr second twin1st

(obs=12500)

             |   second  twin1st

-------------+------------------

      second |   1.0000

     twin1st |   0.3898   1.0000
6. Construct three dummy variables that indicate whether the mother’s first birth was before age 20, between ages 20 and 24, or after age 24. Next, interact TWIN1ST with these three variables to construct three instruments. Estimate the 1st stage regression and see whether there is a different effect on fertility based on what age the mother had a twin on the first birth. Using an F test, test two different hypotheses. The first is that the instruments are all the same value and the second being that the instruments are all equal to zero. Can you reject or not reject the null hypotheses in these cases? 
. gen age_lt20 =  (agefst<20)

. gen age_20_24 =  (agefst>=20 & agefst<=24)

. gen age_gt24 =  (agefst>24)

. 

. gen age_lt20_twin = age_lt20*twin

. gen age_20_24_twin =  age_20_24*twin

. gen age_gt24_twin = age_gt24*twin

. reg second age_lt20_twin age_20_24_twin age_gt24_twin agem agefst educm black o

> ther married 

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  9, 12490) =  445.56

       Model |  375.849142     9  41.7610158           Prob > F      =  0.0000

    Residual |  1170.64174 12490   .09372632           R-squared     =  0.2430

-------------+------------------------------           Adj R-squared =  0.2425

       Total |  1546.49088 12499  .123729169           Root MSE      =  .30615

------------------------------------------------------------------------------

      second |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

age_lt20_t~n |   .2302297   .0092293    24.95   0.000     .2121388    .2483206

age_20_24_~n |   .2752102   .0068678    40.07   0.000     .2617481    .2886722

age_gt24_t~n |   .3848731   .0105967    36.32   0.000     .3641019    .4056442

        agem |    .019556   .0006305    31.02   0.000     .0183201    .0207919

      agefst |  -.0301972    .001109   -27.23   0.000     -.032371   -.0280235

       educm |  -.0021101    .001189    -1.77   0.076    -.0044408    .0002206

       black |  -.0337819   .0087624    -3.86   0.000    -.0509576   -.0166062

       other |   .0042387   .0164353     0.26   0.796     -.027977    .0364543

     married |   .0974816   .0076772    12.70   0.000     .0824331    .1125302

       _cons |   .7146151   .0261309    27.35   0.000     .6633946    .7658357

------------------------------------------------------------------------------

. test age_lt20_twin = age_20_24_twin = age_gt24_twin 

 ( 1)  age_lt20_twin - age_20_24_twin = 0

 ( 2)  age_lt20_twin - age_gt24_twin = 0

       F(  2, 12490) =   62.87

            Prob > F =    0.0000

. test age_lt20_twin  age_20_24_twin  age_gt24_twin 

 ( 1)  age_lt20_twin = 0

 ( 2)  age_20_24_twin = 0

 ( 3)  age_gt24_twin = 0

       F(  3, 12490) =  926.50

            Prob > F =    0.0000

. 

. /*Reject both nulls*/

7. Using weeks worked and whether the mother worked as outcomes and the same covariates as in (4), use three the instruments from (6) in a 2SLS model where SECOND is considered an endogenous variable. What has happened to the coefficient on SECOND in the WEEKS and WORKED equations in these over-identified models? Do tests of over-identifying restrictions for these two models. What are the degrees of freedom on these test statistics? Do you reject or not reject the null hypothesis that the model is correctly specified? 
. ivreg weeks agem agefst educm black other married (second=age_lt20_twin  age_20

> _24_twin  age_gt24_twin ), first

First-stage regressions

-----------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  9, 12490) =  445.56

       Model |  375.849142     9  41.7610158           Prob > F      =  0.0000

    Residual |  1170.64174 12490   .09372632           R-squared     =  0.2430

-------------+------------------------------           Adj R-squared =  0.2425

       Total |  1546.49088 12499  .123729169           Root MSE      =  .30615

------------------------------------------------------------------------------

      second |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        agem |    .019556   .0006305    31.02   0.000     .0183201    .0207919

      agefst |  -.0301972    .001109   -27.23   0.000     -.032371   -.0280235

       educm |  -.0021101    .001189    -1.77   0.076    -.0044408    .0002206

       black |  -.0337819   .0087624    -3.86   0.000    -.0509576   -.0166062

       other |   .0042387   .0164353     0.26   0.796     -.027977    .0364543

     married |   .0974816   .0076772    12.70   0.000     .0824331    .1125302

age_lt20_t~n |   .2302297   .0092293    24.95   0.000     .2121388    .2483206

age_20_24_~n |   .2752102   .0068678    40.07   0.000     .2617481    .2886722

age_gt24_t~n |   .3848731   .0105967    36.32   0.000     .3641019    .4056442

       _cons |   .7146151   .0261309    27.35   0.000     .6633946    .7658357

------------------------------------------------------------------------------

Instrumental variables (2SLS) regression

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =  113.78

       Model |  453587.009     7  64798.1442           Prob > F      =  0.0000

    Residual |  5996883.67 12492  480.057931           R-squared     =  0.0703

-------------+------------------------------           Adj R-squared =  0.0698

       Total |  6450470.68 12499  516.078941           Root MSE      =   21.91

------------------------------------------------------------------------------

       weeks |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      second |  -3.447308   1.357479    -2.54   0.011    -6.108175   -.7864406

        agem |   .8854134   .0524772    16.87   0.000     .7825499    .9882768

      agefst |  -1.001968   .0700466   -14.30   0.000     -1.13927   -.8646656

       educm |   1.339378   .0851539    15.73   0.000     1.172463    1.506293

       black |   2.764137   .6259176     4.42   0.000     1.537242    3.991031

       other |   2.651989   1.175778     2.26   0.024     .3472824    4.956695

     married |  -6.040908   .5622932   -10.74   0.000    -7.143089   -4.938727

       _cons |   8.132269    1.80332     4.51   0.000     4.597483    11.66705

------------------------------------------------------------------------------

Instrumented:  second

Instruments:   agem agefst educm black other married age_lt20_twin

               age_20_24_twin age_gt24_twin

------------------------------------------------------------------------------

. overid

Tests of overidentifying restrictions:

Sargan N*R-sq test        2.096  Chi-sq(2)    P-value = 0.3507

Basmann test              2.094  Chi-sq(2)    P-value = 0.3509

. ivreg worked agem agefst educm black other married (second=age_lt20_twin  age_2

> 0_24_twin  age_gt24_twin ), first

First-stage regressions

-----------------------

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  9, 12490) =  445.56

       Model |  375.849142     9  41.7610158           Prob > F      =  0.0000

    Residual |  1170.64174 12490   .09372632           R-squared     =  0.2430

-------------+------------------------------           Adj R-squared =  0.2425

       Total |  1546.49088 12499  .123729169           Root MSE      =  .30615

------------------------------------------------------------------------------

      second |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        agem |    .019556   .0006305    31.02   0.000     .0183201    .0207919

      agefst |  -.0301972    .001109   -27.23   0.000     -.032371   -.0280235

       educm |  -.0021101    .001189    -1.77   0.076    -.0044408    .0002206

       black |  -.0337819   .0087624    -3.86   0.000    -.0509576   -.0166062

       other |   .0042387   .0164353     0.26   0.796     -.027977    .0364543

     married |   .0974816   .0076772    12.70   0.000     .0824331    .1125302

age_lt20_t~n |   .2302297   .0092293    24.95   0.000     .2121388    .2483206

age_20_24_~n |   .2752102   .0068678    40.07   0.000     .2617481    .2886722

age_gt24_t~n |   .3848731   .0105967    36.32   0.000     .3641019    .4056442

       _cons |   .7146151   .0261309    27.35   0.000     .6633946    .7658357

------------------------------------------------------------------------------

Instrumental variables (2SLS) regression

      Source |       SS       df       MS              Number of obs =   12500

-------------+------------------------------           F(  7, 12492) =   79.56

       Model |  153.480107     7  21.9257295           Prob > F      =  0.0000

    Residual |  2834.85997 12492  .226934036           R-squared     =  0.0514

-------------+------------------------------           Adj R-squared =  0.0508

       Total |  2988.34008 12499  .239086333           Root MSE      =  .47638

------------------------------------------------------------------------------

      worked |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

      second |  -.0727484   .0295145    -2.46   0.014    -.1306014   -.0148953

        agem |   .0128074    .001141    11.22   0.000     .0105709    .0150438

      agefst |  -.0212804    .001523   -13.97   0.000    -.0242657   -.0182952

       educm |   .0327679   .0018514    17.70   0.000     .0291388    .0363969

       black |   .0357437   .0136088     2.63   0.009     .0090683    .0624191

       other |   .0513468    .025564     2.01   0.045     .0012374    .1014561

     married |  -.0763065   .0122255    -6.24   0.000    -.1002703   -.0523427

       _cons |   .3768823   .0392081     9.61   0.000     .3000283    .4537362

------------------------------------------------------------------------------

Instrumented:  second

Instruments:   agem agefst educm black other married age_lt20_twin

               age_20_24_twin age_gt24_twin

------------------------------------------------------------------------------

. overid

Tests of overidentifying restrictions:

Sargan N*R-sq test        1.506  Chi-sq(2)    P-value = 0.4710

Basmann test              1.505  Chi-sq(2)    P-value = 0.4713

. /*Notice that the effect of a second child is now much smaller in magnitude in 

> both regressions

> and is insignificant in the WORKED regression*/

. /*Don't reject the null that the model is correctly specifiedin either case

> --not surprising since F stat on whether were all zero was huge*/

. /*Both have 2 degrees of freedom--2 "extra" instruments */

. 

end of do-file

_1265528932.unknown

_1266135147.unknown

_1266402320.unknown

_1266402333.unknown

_1268457558.unknown

_1268457616.unknown

_1268457728.unknown

_1268457607.unknown

_1268457549.unknown

_1266402327.unknown

_1266136402.unknown

_1266402314.unknown

_1266136183.unknown

_1266136392.unknown

_1266135948.unknown

_1266135963.unknown

_1265529094.unknown

_1265529692.unknown

_1265529741.unknown

_1266131912.unknown

_1266132565.unknown

_1265529748.unknown

_1265529699.unknown

_1265529257.unknown

_1265529265.unknown

_1265529686.unknown

_1265529069.unknown

_1265528948.unknown

_1088079214.unknown

_1088079604.unknown

_1089133124.unknown

_1265527297.unknown

_1265528903.unknown

_1265527323.unknown

_1265527354.unknown

_1183698896.unknown

_1265526751.unknown

_1183698853.unknown

_1088079250.unknown

_1088079598.unknown

_1088078634.unknown

_1088078979.unknown

_1088078990.unknown

_1088079208.unknown

_1088078679.unknown

_1084563338.unknown

_1088078524.unknown

_1085723781.unknown

_1076683435.unknown

_1084559155.unknown

