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ABSTRACT

Vegetation phenology refers to the seasonal timing of repeat biological events
such as bud burst and primary-productivity and their relationship to climate. Tz spa
location and timing of phenology is relevant to a wide-variety of questions in ecology
including the space use and population dynamics of migratory herbivores. Recent
technological (remote sensing) and methodological (statistical smootgorgrans and
weighted-regression) advancement now allow for mapping spatial and té¢pgtteens
of vegetation phenology across large spatial extents and at fine-tengabesl ¢ also
allows for examination of vegetation response to climate. An understudied topic
investigates how human activity (i.e. land use) modifies broad-scale paifern
phenology from their natural state. Land use effects on phenology is important in the
context of parks and protected areas where human activity in surrounding areas can
compromise biodiversity conservation goals. With this in mind, we posed the following
research questions for a study-area within the Greater Yellowstone teoosy¥ What
are the biophysical correlates and likely drivers of landscape-scakdagrd phenology
under wildland conditions? 2) How do different types of land use modify grassland
phenology from its wildland state? And, 3) Do spatial and temporal patterns of green
forage patches produced with new tools and datasets display seasonakdyhatare
consistent with current ecological understanding? To answer these questigsedviike
Normalized Difference Vegetation Index (NDVI) produced by the ModeraselRi#on
Imaging Spectroradiometer (MODIS) as input to the TIMESAT algorithm to peoduc
estimates of grassland phenology. Our principle findings are that: 1) Seasaatarvin
solar radiation, water availability, evaporative demand and temperatueenedgoimuch
of the variation in the timing of wildland grassland phenology; 2) All land use types
extended the length of the growing season and agriculture increased tvaiessbin
productivity; And, 3) New tools are capable of producing nearly-spatially and -
temporally continuous maps of the pattern of green forage patches thansistent
with current ecological understanding. Results of the present study stiggéahd use
intensification in the Greater Yellowstone Ecosystem has the potentiatitdaakiscape-
scale ecosystem process with a variety of expected consequences fée wildli
conservation and management.
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CHAPTER 1

INTRODUCTION TO DISSERTATION

Introduction

Vegetation phenology (hereafter “phenology”), refers to the annual tiofing
plant processes including budburst, flowering, productivity and leaf senesceatieyKe
and Hudson 2010). Phenology provides an often powerful link between climate-drivers
(i.e. biophysical setting) and biological response across trophic-levels diffe@nt
spatial and temporal scales. Knowledge of patterns of phenology has beemouseful
answer questions across a wide-range of topics in ecology (Pettoatll2811). Recent
technological (remote sensing) and methodological (statistical smoatigmgthms and
weighted-regression) advancement now allows mapping of phenology acgesspatial
extents and at fine temporal scales.

Investigations of how human activity modifies broad-scale patterns of wildland
phenology is an underdeveloped research topic (Buyantuyev and Wu 2009) that is
relevant to the management and conservation of parks and protected-areas élang
2011). Human land use has been intensifying around parks (Gimmi et al. 2011) and this
may compromise biodiversity preservation goals (Brashears et al. 2001).

The present dissertation investigates patterns and potential driveessibgd
phenology in the Greater Yellowstone Ecosystem (GYE). Grasslands in that@ YE
underrepresented on public lands and have disproportionately been the subject of human

development on private lands. Seasonal pulses of grassland productivity are an important
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ecosystem process thought to explain (in part) the space use and populationslghamic
migratory herbivores that are of high conservation and management concern. Future
human modification of grasslands and herbivore space use could have a variety of
ecological consequences that would likely present significant managante

conservation challenges.

Organization of the Dissertation

After this brief introduction, the dissertation is organized into three chajigts e
of which represents a stand-alone paper with its own introduction and conclusions
(conclusions are incorporated into discussion sections). Chapter 2 developseestimat
land surface phenology metrics for natural grasslands within the Updew¥tine
River Basin study-area using the latest technology and methods. We hypaot ez
broad spatial scales phenological development of grasslands is controleskbya
changes in climate. Therefore, we used spatially-continuous maps ofqueantl
climate to identify correlates and potential drivers of phenology. Climatelatas were
used to build statistical models. In addition to developing an understanding citigrget
climate relationships, this step was undertaken to make predictions oihdilghassland
phenology across the study-area, including for areas presently under human.land use

Predicted wildland grassland phenology was compared to actual phenology
observed under present-day land use in Chapter 3. The difference between predicted
wildland and present-day phenology was quantified and interpreted as the landaise effe

Understanding of climate-drivers of grassland phenology developed in Chapteg 3 alon
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with the magnitude and direction of observed modification to wildland phenology were
then used to discuss the likely modes of change (i.e. human activity). The ecological
consequences of likely future land use change were also discussed in Chaptar thevit
context of landscape-scale biodiversity management and conservation.

In Chapter 4 methods were presented to map the spatial and temporal dimensions
of productive grasslands patches (i.e. forage patches) within the stadyrateh-
dynamics approaches to mapping habitat have historically been focused oh natura
disturbance and vegetation development and succession over the course of decades to
centuries. As such, this chapter suggested a variation on traditional patohiatyna
approaches by highlighting how they are also applicable to the seasonal phahologic
development of forage patches.

A short conclusion followed the content chapters and outlined future research
directions and conclusions.

This dissertation took the most recent remote sensing data and statistioadisn
and applied them to an intensive study of grassland phenology and land usereffexts i
GYE. In so doing, it highlighted potential future conservation and management

challenges as a result of expected future land use change in this enosyste
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CHAPTER 2

BIOPHYSICAL CONTROLS ON LAND SURFACE PHENOLOGY OF

GRASSLANDS IN THE UPPER YELLOWSTONE RIVER BASIN

Abstract

Spatial and temporal variation in vegetation phenology and productivity is
relevant to a wide-variety of questions in ecology. Recent technologital an
methodological advancements have revolutionized this research field. The skanly of
surface phenology uses dense time-series of satellite imagery tatedti® timing and
magnitude of vegetation response to biophysical setting (i.e. climategtojlat
moderate spatial scales. Estimates can be produced nearly-continuousyspaoesand
through time. In combination with other spatially-continuous datasets thesefféata
unprecedented opportunity to examine the relationship between biophysical setting a
vegetation, as well as how this changes across environmental gradients. Ttiecohjec
the present study was to identify the biophysical correlates and pbtivess of
grassland phenology in the Upper Yellowstone River Basin including portions of
Yellowstone National Park and surrounding private-lands. This was accomplished by
using satellite data and well-established methods to produce land surface phenolog
results and analyzing these relative to seasonal changes in gridded contimoaies cl
surfaces using regression-tree techniques. Results suggest thatlseagdicn in solar
radiation serves as the outer-envelope climate-control on phenology. Withouthr-

envelope, early-season phenology appears to respond to variation in temperatere, whil
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interactions between water-availability and evaporative demand aret@amipiar
determining late-season phenology and productivity. Peak greenness amtiessbim
total annual above-ground productivity appear to be limited by water-availattility
lower-elevations and by length of the growing season at higher-elevatesdtalso
suggest that climate-controls on vegetation phenology and productivity likelyechang
across the study-area whereby snow-dynamics are important at higbestrezls, but not
lower-elevations. Land surface phenology data and methods provide powerful tools for

both monitoring and investigations of climate change impacts on ecosystems.

Introduction

Vegetation phenology (hereafter “phenology”), refers to the annual tiofing
plant processes including budburst, flowering, productivity and senescencie ket
Hudson 2010). Phenology provides an often powerful link between climate-drivers (i.e.
biophysical setting) of ecosystem process and biological responss &aphic-levels
and at different spatial and temporal scales. Knowledge of patterns of phenolbgehas
useful to answering questions across a wide-range of topics in ecologlingclu
population dynamics and movements of herbivores (Boone et al. 2006; Cebrian et al.
2008; Mueller et al. 2008; Post and Forchhammer 2008; Hammel et al. 2009; Rroffitt e
al. 2010); spatial patterns of bird and other taxonomic species richness (Wright 1983;
Phillips et al. 2008; Nightingale et al. 2008; Waring et al. 2006); fuel accumulatibn a
drying as determinates of wildfire activity (Littell et al. 2009; Védgtg 2006;

Westerling et al. 2011); detection of forest insect outbreaks and subseqoestye
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(Neigh et al. 2008; DeBeurs and Townsend 2008; Spruce et al. 2011); nutrient cycling
(Potter 2001; Risch and Frank 2010); biological response to climate changed@lela
al. 2007; Myneni et al. 1997; Parmesan and Yohe 2003); and in integrated analyses with
the hydrologic cycle (Cayan 2001; Sun et al. 2008). Petorelli et al. (2011) gives a
particularly good overview of some of the more surprising ways in which recently
developed estimates of phenology have been useful to answering a breadth of questions
in the discipline of animal ecology. Recent technological innovation as welleassnin
global and climate change studies has reinvigorated the phenology resgdr(luBtice

et al. 1998; Schwartz 2003).

Measuring Phenology

Phenology was historically measured at small dispersed plots via clipping and
handheld radiometers that offered a high level of confidence in their resultsckad la
spatial and temporal coverage (Boelman et al. 2003; Buyantuyev and Wu 2009).
Relatively recent technological and methodological breakthroughs now alidinef
mapping of phenology across large spatial extents and fine temporal Blsalesiethods
use remotely-sensed data (surface reflectance) and advancedatédishiciques
(weighted-regression, higher-order smoothing splines and others). Numeroes bawa
demonstrated the relationship between spectral reflectance, rates of/ptiesis, and
plant biomass and stoichiometry (Huete et al. 1999; Prince and Goward 1996 Reeve
al. 2006; Running et al. 1994; Thoma 2002; Tucker et al. 1985; Thein et al. 2009). These
relationships are based on properties of leaf chlorophyll and other pigments dwolve

photosynthesis that absorb red portions of the electromagnetic spectrum artchegite
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infrared portions. Transformations of reflectance (the NormalizedrBifte Vegetation
Index, or NDVI), have been used to estimate phenology in what has become known as
land surface phenology (LSP) in order to distinguish it from plot-based observations
(Moody and Johnson 200NDVI is calculated by the following formula using near-
infrared and red bands of satellite sensors:

Equation 2.1
(NIR — RED)

NDVI =————
(NIR + RED)

Where: NIR = near-infrared reflectance and;
RED = red band reflectance

LSP is measured by dense time-series of satellite images thatsegsonal and
interannual changes in NDVI. NDVI observations are often obtained from thenkslkati
Aeronautics and Space Administration (NASA), Moderate Resolution Imaging
Spectroradiometer (MODIS). The MODIS sensor takes observations a¢uliffer
moderate spatial (250-meter or 1-kilometer) and fine temporal (daikyfatesst) scales.
Formal data products and quality assessments are produced by the MO@yEsrpat
16-day intervals using a maximum compositing (MC) algorithm. MC technigaes ar
based on observations that most sensor interference has a dampening effect on NDV
values (Huete et al. 1999). LSP methods fit smooth annual curves to discigite ND
observations on a per-pixel basis. From these curves, phenologically sigmpbaastin
time are identified as LSP metrics, (other techniques have been suggestatie and

Nemani 2006 for an alternative) (Bradley et al. 20@As3on and Eklundh 2002, 2004;
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DeBeurs and Henebry 2005; Eklund andskon 2010; Reed 1994; Moody and Johnson
2001; White et al. 2009).

Annual LSP methods typically produce two metrics that estimate thegtiofi
phenological events (start and end of the growing season), and two that esimate t
magnitude (peak annual greenness and total annual productivity) of estimates
productivity (this reference to magnitude represents a somewhat expaedd#dhesterm
‘phenology’ although one that is consistent with the LSP literature). Thediafithe
start of the growing season (SOS) and end of the growing season (EOB)aseelsas a
Julian or Ordinal day of the year (DOY) where Janudrsefers to day 1 and days count
up consecutively to the last day of the year (365, or 366 in leap years). Peak annual
greenness indicates the maximum annual NDVI (MAX) achieved and is dgmelated
to a time during the growing season when biomass is high and growth is rapid, Finally
the integration under the growing season (SOS to EOS) NDVI curve (INB#bs to
the annual area encompassed by growing season length in days on the x-axis and NDVI
on the y-axis (see Figure 2.2 for a graphic of these metrics identifiecafi@nnual
NDVI time-series from the present study-area). This last measure p@ndsstimate of
total above-ground gross annual primary-productivity (Goward et al. 1985; Rded et a
1994). NDVI values prior to SOS and following EOS are typically excluded from annual
integrations used to generate INDVI because they are thought to represkgmnobad
levels of surface reflection that have little to do with vegetation actBagkground
values vary from observation to observation based on atmospheric interference and from

pixel to pixel based on different surface properties. Therefore, background value



10
represents noise rather than vegetation signal. LSP metrics are gefarateh pixel in
a scene of interest although spatial-averaging across phenologicaléy segions is
also sometimes undertaken (White and Nemani 2006). LSP estimates do npboakres
to the timing of a phenological event of a single species (i.e. floweringataggdmple),
but rather they capture the aggregate greening, growth (i.e. biomassiktmmphand
interception of photosynthetically-active-radiation by vegetation at medspatial
scales (e.qg. typically from about 250-meter resolution up to 8-kilometduties
depending on the satellite sensor used to capture NDVI data).

Phenology as an Indicator of
Vegetation Response to Climate

LSP holds great promise in tracking vegetation response to climate ¢krasios
and Mustard 2007). As an integrated measure of multiple individuals and sp&étes,
methods overcome typical issues of scale and spatial mismatch when relating
observations of phenology (usually plot-based) to observations of climate. Spatial
mismatches arise when observations of climate (from distant weatthenstar
example) are only coarsely representative of areas where plot-basadbtbss of
phenology are taken. Despite holding great promise, quantifying the retapdretween
LSP and climate remains an outstanding research objective for many lasd3tapés
perhaps in part due to challenges associated with the complex- and spatiabjevar
relationship between phenology and climate (Penuelas et al. 2004).

In general, three primary requirements for plant growth that relatelglite

climate are recognized: solar radiation to drive photosynthesis; teomesréttat are
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amenable to biochemical reactions involved in photosynthesis; and water e atriea
photosynthetic reactions (Chapin et al. 2002). In climate terms, these tjueenments
translate roughly to photoperiod and solar radiation; air and soil temperaides;
precipitation and soil-moisture. A fourth requirement, soil-nutrients, is intjinetaited
to climate and is also thought to play an important role in determining spatitiamiin
plant-productivity (Hansen 2000; Nicholson and Farrar 1994).

Grassland Phenology and Climate in
the Greater Yellowstone Ecosystem

In the Northern Rocky Mountains, U.S., grass and shrublands (hereafter referred
to collectively as “grasslands”), are an important natural land cover that is
underrepresented within protected-areas (Scott et al. 2001) and has dispropbrtionat
been the subject of land use change on private-lands (Piekielek and Hanseadaccept
Seasonal pulses of grassland productivity in the Greater Yellowstone EnD$$sit&)
are thought to play an important role in driving large-scale ecosystem p(brasis et
al. 2002; White 2010). In this view, investigation of grassland phenology and its
relationship to climate in the GYE is of high research interest and is impatant f
conservation planning and management.

One prior research effort has generated LSP metrics for grassland meadow
within Central and Northern Yellowstone National Park (YNP) (Thein et al. 200@¥ w
another investigated the relationship between LSP and climate at SN@Iiehs
within YNP for a single year (Hudson Dunn and Debeurs 2011). To the author’'s

knowledge, LSP has not been generated for grasslands on private-lands surrounding
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YNP, nor have any prior studies investigated the relationship betweeragthkSIP and
their biophysical correlates at landscape scales. We therefore expammipmwork by
focusing on a study-area (Figure 2.1) that spans the YNP boundary and identify t
following research objectives:
1. Develop LSP (SOS, EOS, MAX and INDVI) metrics for natural grasslahts
Upper Yellowstone River Basin study-area (Figure 2.1).
2. ldentify the biophysical correlates and potential drivers of grassl8Rdn
natural settings.
3. Develop and test regression models of natural grassland LSP that can lwe used t
predict phenology as it might exist in the absence of human-activity f& aoea

under human land use.

With the above objectives in mind and based on our understanding of climate-
vegetation relationships in the study-area, we present the following hypsthes
Start of Season (SOS)
1. For portions of the study-area where all three requirements of plant gr@wth ar
met prior to snowmelt, variation in the timing of snowmelt is the primary aéimat
driver of SOS (Despain 1990; Fagre et al. 2003; Pederson et al. 2011).
a. What variation in SOS is not explained by snowmelt can be explained by
variation in accumulated growing degree days following snowmelt (Frank

and Hofman 1989).
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End of Season (EOS)
2. Water-deficit (demand that exceed availability) is primary aterdriver of EOS
so that when critical thresholds are crossed, the growing season ends (Jolly et a

2005; Osonubi and Davies 1980; Tenhunen 1982).

Maximum Annual Greenness (MAX)
3. An interaction between soil-moisture and maximum temperature is thargrim
predictor of peak greenness (MAX) so that locations that experience optimal
temperatures for peak growth at times of year when they still have soffsil-

moisture, will exhibit the highest MAX values (Jenerette et al. 2010).

Estimated Total Annual Productivity (INDVI)
4. Total annual productivity (INDVI) is explained by water-availability, soil-

nutrients and accumulations of temperature (Hansen et al. 2000).

Methods

Study Area

The 7,400 square kilometer study-area (Figure 2.1) encompasses the Upper
Yellowstone River Basin, including headwater streams Slough, Soda Buttearetyr
and Tower Creeks, which form the Lamar and Gardiner Rivers inside the YNP boundary
and eventually the Yellowstone River just north of YNP near the town of Gardiner, MT.
Most of the study-area is within the Middle Rockies Ecoregion as defined byr@iiknne
(1987). Within YNP, the study-area includes the high-elevation peaks and middle-

elevation valleys of the Yellowstone Plateau. Continuing downstream and north into
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Montana, the study-area includes the mostly privately-owned grassland<Pairtiuese
Valley. The Paradise Valley is a low-elevation floodplain valley (~1,50@ns)e
surrounded by the high peaks (up to ~3,000 meters) of the Gallatin and Absarorka
mountain ranges. The northern-most portion of the study-area includes some of the
Northern Great Plains Ecoregion (Omnernik 1987) including areas around the town of
Livingston, MT (see Figure 2.1 for location).

Grasslands are interspersed throughout much of the study-area. Low-elevations
are dominated by bluebunch wheatgrd&&se(idoroegnaria spicataSandberg’s
bluegrassFoa secundgrand a variety of nonnative species; middle-elevations by Idaho
fescue Festuca idahoensjswheatgrassHlymusspp.) and species of sagebrush
(Artemisiaspp.); and high-elevation tundra by sheep fesEest(ica oving rushes
(Juncusspp.) and cushion plants typical of alpine areas. Underlying parent alsateg
primarily andesitic and rhyolitic derived from volcanic activity of the é&ecera along
with some sedimentary limestone, sand stone and shales deposited during thedPaleozoi
era. Intermittent glaciation eroded, mixed and redeposited parentaisaserthat today’s
soils vary from glacial outwash and mixed alluvium of often rhyolitic onigilow-
elevation floodplains of the Lamar and Yellowstone River valleys, to mixeavaaths
and glacial till at toeslope and broad middle-elevation plateaus of Yellowstiimnal
Park and finally, shallow soils of andesitic origin and exposed rock at the taighes
elevations. Rhyolite derived soils tend to retain only enough soil moisture for one mont

of plant growth, while those of andesitic origin can retain moisture to last the whole
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growing season at higher elevations. Mesic meadows and sagebrush aeteabaoiti
andesitic areas and dry grass and shrublands with sedimentary soils (Desppain 1990

Climate of the study-area varies dramatically across steepietelajradients
(Despain 1990; Piekielek and Hansen unpublished; Watson and Newman 2009). The
northern and most low-elevation reaches of the study-area are the most mildenaiiea
annual temperatures near 8 degrees C, accumulated growing degree daig (A@ED
0 degree C base value), of ~3500 AGDD and average maximum annual temperatures
above 35 degrees C. The areas of mild temperature also tend to be the deigsigrec
approximately 300 millimeters (~12 inches), of precipitation per year oageerlants
in mild areas rely on rain to meet soil-moisture demands as they are typioadr
continuous snow-cover for only a couple of weeks per year. Climate conditions &re mos
severe at the highest-elevations in the southeastern portion of the stady-the
Absarorka Mountains to the north and east of YNP. In these areas, average annual
temperatures are nearly 6 degrees C below zero, average AGDD acesnwtatly 750
AGDD and annual maximum temperatures average 24 degrees C. Annual pi@tipita
increases with elevation and southward with areas in the southeastern portion of the
study-area receiving up to 1,500 millimeters (~60 inches), per year on aWdcesge.
precipitation here comes as snow. The growing season is short at higla¢ioekewhere
snow-cover can be continuous and typically lasts at least 250 days per year on average

for areas over 2,500 meters.
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Developing Land Surface
Phenology for Natural Grasslands

Identifying GrasslandsA map of natural grasslands was created for the study-

area at a 1-kilometer resolution using the following data and methods (&l spat
resampling steps were matched to the MODIS 1-kilometer grid to be consigtehSP
input data). For areas within YNP, vector-delineated habitat types frempaide(1990)
were reclassified as grassland and non-grassland and only 1-kilometertpat were
completely covered by grassland polygons were identified as grasslaisd @mgublic-
lands outside of YNP, the 30-meter resolution National Land Cover Datd<eD{N
2001 (Homer et al. 2004) was reclassified and onlyl-kilometer pixels that were
completely covered by grass- or shrub-land cover types were identifigdsatands. To
identify undeveloped grasslands on private-lands, we downloaded vector-based
information on private property parcels from the Montana Cadastral Mappingprog
during the summer of 2009. Montana cadastral data describes land use by parcel as
recorded for property valuation and taxation purposes. Private parcels iamgassl|
settings for which there was no record of current agricultural or resides¢iavere
identified as natural grasslands. This was necessary in order to ensune thltrange
of biophysical settings (including privately-owned valley-settings) wepeesented in
the dataset even though it is likely that all grasslands on private-lands leaive be
disturbed by human activity to some degree. Only private grasslands\hetdan
entire 1-kilometer pixel were used in the analysis. In total we identified -B@0reter

natural grassland sites in the study-area.



17

L|V|_NGSTO|{\1‘, VT W\
" %/ @) OL
. "
.
“ &y

Montana

Wyoming

Utah %\[‘

O  PIXELS USED FOR MODEL CONSTRUCTION
[] stupby AREA
—— YELLOWSTONE RIVER
National-Park
< [ veLLowsTONE NP

‘ [7] GRASSLANDS
ELEVATION IN METERS
Bl 1.282-1,750
I 1,750.1 - 2,500
[ 2,500.1-3,430

Figure 2.1. Study-area and grassland pixels used for modeling thensig between
land surface phenology (LSP) and their biophysical drivers in the Upper Yellowstone
River Basin.

Normalized Difference Vegetation Index DakDVI time-series were generated

using MODIS MOD13A2 (1-kilometer spatial resolution), data for the timeger
January 2000 to December 2010 at 16-day intervals. Data were downloaded from the
USGS Land Processes Distributed Active Archive (LPDAAC) in their n&imasoidal
projection and Hierarchical Data Format for Earth Observing SystestiabHty grids
identified NDVI values as being of ‘good’ or ‘marginal’ quality, or thatNDVI

observation could not be taken because the target was under ‘snow-cover’ or thbscure
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by clouds’. NDVI and pixel reliability grids were reprojected to AfbEqual-Area
projection using the MODIS Reprojection Tool (MRT). Further preprocessihgleat
scaling NDVI values to place them on the more commonly used range of -1 to Ih Withi
this range, negative values are typical of areas under water or partiatsnem(Huete
et al. 1999). Resulting grids portrayed NDVI and estimated data quality for Ey-elay
period from January 2000 to December 2010.

The generation of LSP metrics is based on a presumed smooth change from
annual background values which represent no-growth conditions, to peak greenness and
back again in a given yeatkson and Eklundh 2002, 2004). Technical challenges
inherent to this task include the following: First, atmospheric interferents@arse
cloud- or snow-cover can introduce noise into NDVI datasets including an inanease i
springtime NDVI associated with snow-melt and not with any known change in
vegetation activity (Hudson-Dunn and DeBeurs 2011). Second, snow and cloud cover
can obscure the target from the sensor and create long periods when no observations are
taken (i.e. data gaps). Smoothing algorithms project existing trends into nEpdata
until another observation is encountered. Over the course of long data gaps, apsgata g
at the margins of a time-series, this can lead to smoothed NDVI valuesetioatside of
the valid data range (Eklundh anihdson 2010). The aforementioned challenges are
overcome by the use of smoothing and gap-filling techniques. These techniqueestimat
smooth continuous annual NDVI curves, capturing the dominate NDVI signal and
minimizing the effects of noiseddsson and Eklundh 2002, 2004). With smoothing and

gap-filling methods there remain a number of practical decisions thdtmée made the
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user including: How to handle NDVI observations that are identified as being of
‘marginal-quality’; and whether to smooth towards an assumed background value of ‘0’
or a background value estimated with empirical observations. Portions of the present
study-area are under snow-cover for up to 250 days of the year on average. For this
reason, and to minimize the confounding effects of snowmelt on annual NDVI curves, we
chose to fill snow-cover data gaps with empirical estimates of background walae
pixel-by-pixel basis. The present project estimated background valueslas/ést
NDVI value observed during the ten-year period of record that was idensfiegirag of
high-quality. These background values were used when and where pixels were under
snow-cover (observations obscured by cloud-cover remained as data-gaps). With this
approach, data gaps are infrequent and of short-duration. Also, springtimsesdrea

NDVI associated with snowmelt are minimized.

Land Surface Phenology (Response Daka)sson and Eklundh (2002, 2004),

have developed what has become one of the most widely used tools (TIMESAT) with
which to generate LSP metrics using satellite observations (e.g. MODNE) NIDieir
method requires six-months of data prior to and following the time-period of interes
Smoothing and gap-filling is accomplished by using local polynomial leastesquar
functions that are fit to the upper-envelope of observed values (noise in the RaVI ti
series is negatively biased; Huete et al. 1999), with an adaptive Savitzkyf(Geta
(EKklundh and dnsson 2010). Another useful aspect of their tool is that it can
accommodate the incorporation of quality information associated with ND¥ liralat

weighted-regression framework where observations of marginal-qualitybzdatto
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final polynomial fits less than do observations of high-quality. The two most common
methods to identify the timing of SOS and EOS is to record the Julian DOY when a
smoothed NDVI curve crosses a static threshold, or alternatively whessesra
percentage of the annual amplitude of the present year. Extensive validation and
intercomparison tests suggest that estimating SOS as the Julian DOWWatrosses
half of its annual amplitude best matches field and multi-scale and — instrument
observations (White et al. 2009).

The present study used NDVI data from 2000 — 2010 as input to identify LSP
metrics for the study-period 2001 — 2009. Marginal-quality observations contributed hal
the weight of high-quality observations to final polynomial fits. Backgrouticthates
also contributed only half the weight of high-quality observations. Finallyderified
half of the seasonal amplitude as being the start and end of the growing seastentons
with the work of others (White et al. 2009).

Final LSP maps depicted SOS, EOS, MAX and INDVI for 360 1-kilometetgpixe
for the time-period 2001 — 2009 (years 2000 and 2010 contributed the necessary 6

months pre and post time-period of interest).
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Figure 2.2. NDVI time-series and LSP metrics for an example gragsibegidor year
2005. Blue dots are raw NDVI observations, red-circles indicate the quatiéj (srcles
low, large circles high) of observations and hence weight that is assigrieavitksy-
Golay fits in TIMESAT software @hsson and Eklundh 2002, 2004). The brown line
shows the Savitsky-Golay fitted continuous curve. A) Start of season (S@8tified
by a brown dot and corresponds to the day of year when NDVI surpasses half of its
annual amplitude. B) End of season (EOS) is identified by a brown dot and corresponds
to the day of year when NDVI drops below half of its annual amplitude. C) Peak
greenness (MAX) refers to the maximum annual NDVI value fit by SiayiGolay. D)
Total integrated annual NDVI (INDVI) refers to the area under the ggpsgason curve
bounded by SOS and EOS on the x-axis and NDVI on the y-axis.

Biophysical Setting (Predictor Data)

Predictor data for modeling exercises are listed in Table 2.1 and discussed in

detail in the sections that follow.

Snow DynamicsThe MODIS MOD10 data product maps snow-cover at a 500-

meter spatial resolution with daily coverage (Justice et al. 1998). Accasaegsment of

these data suggest very low error rates from less than 1% in Austrdliat(®a2002),
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to 6% in the Upper Rio Grande river basin of Colorado and New Mexico (Klein and
Barnett 2003). There is general agreement that these data map snowititoeeound
93% accuracy in most conditions (Hall and Riggs 2007). Errors of omission are most
common when snow depth is less than 4 centimeters (Hall and Riggs 2007).

The present study used daily MODIS MOD10A1 data for the time-period January
1, 2000 to December 31, 2009. Data were downloaded from the LPDAAC in their native
Sinusoidal projection and Hierarchical Data Format for Earth Observingrysind
reprojected to Albers-Equal-Area projection using the MRT. Because portions of the
study-area can experience snow any month of the year and intermittent®rews
unlikely to be important to annual phenology, we generated a predictor variabl®{)SNO
that describes the timing of the arrival and departure of seasonally-cargisiiow-
cover. The SNOW variable identifies the last day in the spring that exhibiteska
seven consecutive days of snow-cover and first day in the fall that exhuasts se
consecutive days of snow-cover. In cases where the target was obscured senstre
by cloud-cover, these ‘no data’ observations did not count for or against runniesg ¢alli
continuous snow-cover. The resulting 500-meter resolution grids were spaviethged

in order to produce a 1-kilometer predictor dataset.

Temperature and PrecipitatidBpatially-continuous datasets were required for
exploring the relationship between LSP and climate across the study-andauGus
climate grids have been in development and used by researchers for sometinet (D
al. 1994; Thornton et al. 1997; and others). The generation of continuous climate grids

uses point-based observations of weather and interpolates their values acebaspac
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primarily on topography. Extensive accuracy assessment and validationeofithasets
document impressive rates of error for temperature (~1 degree C for mean annual
maximum and minimum temperatures), even as modeled over large spatialslantdhi
across steep environmental gradients (Daly et al. 2000, 2002; Thornton et al. 1997, 1999,
2000). Errors in temperature estimates are typically lowest during theesumonths
and highest in winter. Errors in precipitation estimates are more modestwanbietes
reported to be ~19% of total annual amounts, with an 83% success rate of identifying
daily precipitation occurrence (Thornton et al. 1997). The DAYMET algorithm of
Thornton et al. (1997) interpolates daily observations of temperature and precipitation t
a gridded surface that is corrected for elevation based on a running average ichempir
temperature lapse rates across elevations. Datasets produced by DAMMEDbeen
used in ecological modeling exercises to explore spatial-variatiomudtelieffects on
ecosystems (Fagre et al. 2003; White et al. 1997).

Gridded temperature data was generated by the NASA EcologicabEtingc
Laboratory (http://ecocast.arc.nasa.gov/) in 2009 following the methods of Thoraton et
(1997) and Jolly et al. (2005). Output grids included daily maximum temperature
(TMAX), minimum temperature (TMIN) and precipitation (PRECIP). Thesen¢ study
also generated an accumulated growing degree day temperature p(é@didd@), using
a base-value of zero degrees C, assuming that sub-zero temperatures aamingfuhe
to plant growth (Frank and Hoffman 1989). AGDD was calculated using the following
formula where superscript numbers refer to day one and day two (etc.) and omg posit

daily temperature values are summed:
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AGDD =

TMAXT L+ TMINI] [TMAX:— TMIN?

Equation 2.2 2 2

Water Availability and Demandbpatially-continuous estimates of soil-moisture

(SOILW) and vapor-pressure deficit (VPD) were generated by the NA@®#ogical
Forecasting Laboratory using the methods of White and Nemani (2004) and Jolly et al
(2005). These methods run the Terrestrial Observation and Prediction Syste§){(TOP
BGC model in diagnostic mode to generate a suite of climate- and biology-bas
estimates of environmental parameters (Nemani et al. 2009). TOPS uses a “bucket
model” based on an assumption of soil water-holding capacity, precipitation and
estimates of leaf-area index (White and Nemani 2004) to estimate SORWis based

on an assumption that TMIN is a reasonable estimate of dew-point temperatnge duri
the growing season, the Murray (1967) formulation of vapor-pressure deficit and

adjustments made to VPD across topographic gradients (Thornton et al. 2000).

Solar RadiationEstimates of solar radiation (SRAD) were generated by the

NASA Ecological Forecasting Laboratory using the methods of Thornton et al. (2000)
Daily SRAD is estimated based on earth-sun geometry and day-lemgtispieric
moisture and its ability to absorb radiation, and elevation, or the affect of slagrea
optical airmass through which radiation must pass before reaching the sartate

with increasing elevation (Thornton et al. 2000). When applied to complex terrain in
Austria, these methods were found to produce mean absolute errors of ~Z5MJ m

(Thornton et al. 2000).
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Climate predictor data (with the exception of those representing snow-iggham
were summarized across the 16-day intervals that matched the timing/efN2y/|
data. For SOS, EOS and MAX response models, TMIN and TMAX predictors are
presented as an average over the 16-day period. For INDVI models, preditors ar
summarized for the entire growing season (SOS to EOS) and presented aeither

average (TMAX and TMIN) or accumulation (AGDD, PRECIP, SOILW and VPD).

Parent MaterialA data layer mapping the spatial-coverage of underlying parent

material (PMAT) in the study-area was created by Parmenter(@08B) using the

Natural Resource Conservation Service (NRCS) 1:250 000 soils coverage and NRCS
interactive soils website to identify a parent material associateceath soil type. This
layer was resampled to a 1-kilometer spatial resolution using a neeigisbor

resampling routine in ArcGIS (ESRI 2006).

Summary of Modeling Step$wo main modeling steps were undertaken with

different objectives. First, models of LSP with biophysical predictor bkesavere
constructed for the purposes of interpretation and identifying the main cesratad
potential drivers of grassland phenology. Prediction was not an objective inghgtdp
and because models constructed with the entire dataset exhibited errorsdhaeargy
spatially-dependent and performed more poorly than models constructed witls sibset
the complete dataset; we used a conservative subsample that preserved ioktaases
or all biophysical settings in which grasslands are found in the study-aredsMode

constructed with this subsample did not exhibit errors that were spatially-dapande
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we therefore had confidence that the main biophysical correlates icemtdre not
biased by the size and location of grasslands (i.e. expansive grasslangsiteshinore
to models than did smaller grasslands). The second objective involved constructing
models with which to make predictions across the study-area for an aveeaigéhe
tools in this modeling step were less sensitive to spatial-dependence atatexbrre
predictor variables and we used all points and all variables to construct these imode
order to produce the best predictions possible. The following two sections provide further
details of these two modeling steps.

Identifying the Biophysical
Correlates of Land Surface Phenoloffientifying the main biophysical drivers of

LSP required a multi-step process in order to overcome several challenges. Firs
grasslands are patchily distributed across the study-area and of vazgimgesining that
some grasslands contained many MODIS pixels while others contained onlyane or
few. Because we employed common statistical methods (regressiorthegasyjuire
independent observations as input, it was necessary to take a spatially-independe
subsample of the complete dataset. The danger in keeping too many pixélatviias t
LSP-biophysical relationship described by models could have been biased towards the
large contiguous grasslands of YNP at the expense of missing the relatiorsbifedx
by lower-elevations where natural grasslands were small and dispersaad Jer

MAX and INDVI, which estimate a magnitude of response rather than timengsaume
that it is the seasonal variation in climate that elicits a phenologigainss and

therefore use the timing (rather than magnitude) of these LSP events iroacstify
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their biophysical drivers. Third, although we recognized the likely importano@ef
lags to predicting LSP (Wang et al. 2003), these complex relationshipsvdsetyl
across the steep environmental gradients of the present study-area. €baiselsnow-
dynamics (which varied across the study-area) mediated the relgtitmestveen surface
climate and the physical environment as experienced by vegetation. For @xampl
accumulated growing degree days prior to snowmelt should not influence phenology
(Jonas 2008). Given the extent of the study-area, discovering spatially-eainallags
was deemed of secondary importance to the main study objectives. As suchrdtegene
the predictor dataset we averaged (or accumulated) climate acrd$sdhg periods that
matched native NDVI data and used climate observations for only the period that
intersected the timing of LSP events. This approach ignored accumulatiomsatécl
across multiple 16-day periods. However, it did capture the climatic conditianaere
likely of greatest importance as phenology triggers. Further detailslofségp are
outlined in the following paragraphs.

To address issues related to spatial-dependence without losing information (i.e.
without losing spatial coverage) we took a spatially-balanced sub-santpketotal
dataset using Generalized Random Tessellation (GRTS) sampling mettev@n$Sand
Olsen 2004; Diaz-Ramos et al. 1996). One of the most useful aspects of a GRTS sample
is that all subsamples regardless of size are spatially-balanced. stigetgrtook GRTS
subsamples of increasing size, constructed models and examined both model
performance (r-squared and similar values as well as predictivig)laaild variograms

and maps of model errors in order to evaluate spatial-dependence. The optimal sub-
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sample was considered to be the one used to build models that exhibited the best
performance across all four phenology metrics (SOS, EOS, MAX and INDBatiYid
not display spatial-dependence in its error structure. The resulting subsaahpdied
100 points whose spatial arrangement did not exhibit the gridded pattern of underlying
data (Figure 2.1). All models discussed throughout the remainder of this clapger
constructed using a spatially-balanced random sample of 100 pixels. Consideraltle mode
experimentation confirmed that although modest gains in performance coulddsave
achieved for individual LSP metrics using subsamples of increasing size;srhodel
with 100 pixels represented the optimal subsample size when considering the
performance of all four LSP models.

Although observations in close spatial proximity were clearly not independent
interpreted observations from the same point through time (nine years of stundyhaq
independent. The rationale behind this recognized that the relationship between
phenology and climate likely changes across space in different way$ tluas ithrough
time (Jonas et al. 2008). Covariance between LSP and climate on an interannual basis
represented an important relationship that we hoped to capture with models. It w
therefore necessary to keep observations from each year of study.

We undertook the following steps to identify the main biophysical correlates of
SOS, EOS and MAX: First, we split the dataset into the first eleven 16-dagpéout
of 22 per year) in the spring (SOS), the middle eleven 16-day periods in the summer
(MAX) and last eleven 16-day periods in the fall (EOS). Second, we used the observed

timing (DOY) of each LSP event to create a binary response variabldenéfied the
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time-periods prior to the LSP event of interest as ‘0’ and time-periods folldhengvent
as ‘1. In doing so, the response variable differentiated between for examjslg, spr
conditions that preceded and followed the start of the growing season (&8®®)case
of MAX only one time-period per year was identified with a ‘1’ because it septed a
discrete event in time. For INDVI, we identified time-periods prior to 8©%’, during
the growing season as ‘1’ and following EOS as ‘2. Models of INDVI reptabe
timing of the growing season (SOS and EOS simultaneously) in contrast to nanegrow
portions of the year. Modeling the timing of INDVI was undertaken for conpats
the results of SOS and EOS models. In each case, SNOW predictors weomedsted
to binary variables differentiating between snow-cover and snow-free conditions. The
final biophysical driver dataset described conditions for 100 study-points, eacly 16-da
period (22 per year) over the nine years of study and had 19, 800 total rows of
observations.

Regression-tree models were used to identify the main biophysicdhtesrand
potential drivers of LSP. A tree-based approach was chosen because of its ssé&bulne
interpretation (lverson et al. 2008) and flexibility in representing hieralmonlinear
and interacting relationships (Breiman et al. 1984). Regression-treessassad in
Breiman et al. (1984) and others, create binary partitions of a dataset atmorat
nodes based on values of a single predictor variable so that variation in the response
variable that is explained by each data split is maximized. In this way, eolline
predictors do not share explanatory power for each data split, but rather the ‘toglst” si

predictor is used. Partitions continue until the variation explained by each splinés
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for at least as much of the variation in the response as is specified by thresagtng a
“‘complexity parameter” (cp) value. Because we were only interestia imain
correlates of LSP and to avoid over-fitting, we set the cp value to 0.02. This meahs that i
a data split did not explain at least 2% of the variation in the response then it was not
included in the model. The choice of cp value was strictly pragmatic and chosen in order
to generate relatively simple and interpretable models. The contributiodiwfiual
predictor variables was calculated as the deviance explained by eaclevdisimed by
the total model deviance. Regression-tree modeling steps were perfaimgthe
rpart package (Breiman et al. 1984) in R-statistical (R Development Core Team
20009).

Building and Testing Predictive
Models for an Average YeabDatasets used to identify the potential biophysical

drivers of SOS and EOS were averaged (by year) in order to make predactioss the
study-area for an average year. However, for MAX and INDVI an additgteplwas
necessary. Because we interpreted differences in the magnitude of MAXRxtdBl

being a result of differences in climatic conditions during the time of MAXIEHBY/I; it

was therefore necessary to first predict the timing of MAX and INRSIdescribed in

the above section) and then sample climate during that time-period in order to peedict t
magnitude of response to those conditions across the study-area.

We used Random Forests (RFs) (Brieman 2001) to build predictive models of LSP. RFs
are a variation of regression-trees that is often used in ecology (€vale2007)

because of its ability to predict response even into novel parameter spaeel @ral.
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2006). Some strengths of RFs are that they can handle colinear predictoesaral
offer reliable estimates of model performance without need for withholdimatian
data (Brieman 2001; Prasad et al. 2006). RFs build large ensembles of unpruned trees
(1000 were used for the current study) based on random samples of predictors (often the
square-root or one third of the number of predictors depending on whether classification
or regression is being performed) at each data split. For prediction, eaichthee
“forest” is allowed to vote towards an average predicted response. “Outfoédianates
of model performance (based on a bootstrap sample of one-third of the data for @ach tree
provide reliable estimates of model prediction error. Finally, measuresiabiear
importance are generated by iteratively randomizing variable veduesit-of-bag cases
and calculating the increase in model mean-squared error of models asembtopanen
true values are used. We report only the top two most important predictor variables fo
each model for comparison to regression tree results. All RFs were builthuesing t

randontor est package in R-statistical (R Development Core Team 2009).
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Table 2.1. Biophysical predictors of LSP, their definitions and ecologicakrate of

hypothesized relationships.

Explanatory Climate Definition Relevance
Variable Predictor
Snow SNOW Last week-long period in Snow dynamics mediate the
dynamics spring that displays relationship between plant
continuous snow-cover and | growth and other climate
first week-long period in the | factors, representing an
fall that displays continuous | indirect effect on LSP
snow-cover
Temperature AGDD Growing degrees, base valuéemperatures that are not
0 degrees C, accumulated | amenable to photosynthesis
across 16-day periods or the (below base values) are nof
growing season biologically meaningful.
Temperature conditions haye
to accumulate through time
prior to observing a plant
growth response
TMAX Average maximum daily Maximum temperatures
temperature for 16-day determine rates of
periods or growing season | photosynthesis during
daytime growth
TMIN Average minimum daily Minimum temperatures
temperature for 16-day depict early morning or late
periods or growing season | evening conditions that can
limit rates of plant growth
and/or damage plant tissues
Water PRECIP Cumulative precipitation | Precipitation estimates water
across 16-day periods or that is available for plant
growing season growth
SOILW Average daily soil-moisture | A “bucket model” estimates
across the 16-day periods or soil-moisture that is
cumulative across the available for plant growth,
growing season via inputs, outflow and plan
uptake
VPD Average daily vapor-pressuteVapor-pressure deficit
deficit across 16-day periods estimates evaporative-
or cumulative across the demand and water
growing season limitations on plant growth
Energy SRAD Average daily solar radiationSolar radiation estimates
for 16-day periods or energy that is available for
cumulative across the photosynthesis via estimates
growing season of photoperiod, aspect,
elevation and atmospheric
moisture
Substrate PMAT 16 category classification gf Soil properties describe

underlying parent material

spatial-variation in nutrients

available for plant growth
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We reported two measures of RF model performance. RF models reported the
predicted timing of SOS and EOS as a 16-day period (one period out of 22 possible)
while actual observations represented a specific DOY. To calculate erooigiwe
assumed that model predictions referred to the middle day of the predicted iériday
and report the root-mean-squared-error (RMSE) in number of days betweerepredict
timing and observed timing as model performance in Table 2.2. Because models wer
built on only 100 of 360 study-pixels and we were interested in predictive power across
the study-area; we also apply models to the withheld portion of the datasdgtealc
RMSE and report on the full distribution of errors (i.e. 95% confidence interval).
Quantiles were estimated using a method that provided approximately mediasedgnbi
estimates (Hyndam and Fan 1996). For MAX and INDVI models that predicted a
continuous response (in contrast to classification of binary response in the cag of SO
and EOS), pseudo-R-squared values generateadibgontor est are also reported as
a measure of goodness of fit.

Finding suitable low-elevation sites on private lands with which to model natural
grassland phenology was a primary challenge of model construction. Man\elopssl/
grasslands on private lands have been disturbed and some harbor invasive species with
different phenologies than native plants. Cheatgiss{us tectoruinwas the primary
species of concern since it can have significantly earlier than naturadlpbg and has
the ability to respond strongly to episodic rainfall events throughout the year. Asasuc
final model validation step used cheatgrass occurrence data to look for patterRs in LS

consistent with cheatgrass contamination in low-elevation settings. Attwadds
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earlier SOS as well as bimodal growth (rapid response to intermittefalijavould
have been consistent with cheatgrass contamination of natural grassla(@libg& et

al. 2005).

Results

Land Surface Phenology

Results highlighted the spatially- and interannually-variable nafurestudy-
area’s grassland growing season. In general, SOS in northern portions otljharsa
and lower-elevation settings (areas below 1,750 meters and those adjacenatodhe L
and Gardiner Rivers within YNP) started in March and April (Figure 2.3). For mos
middle-elevations (1,750 — 2,500 meters) SOS began in May, and at the highest
elevations (above 2,500 meters) the growing season began in June. Spatial patterns of
SOS were coherent and exhibited an upslope migration, or green-wave, as spring
progressed; although consistent with the work of others, this pattern was notyperfect
stepwise upslope (Thein et al. 2009). For each pixel over the nine years of s&dy SO
date varied by more than one month on average from earliest observed date to latest
observed date (Figure 2.3). The most inter-annually variable SOS locatienati@y-
elevations while the most stable were in middle- and some low-elevations in themorthe
portion of the study-area. At least moderate inter-annual variability rectacross all
settings. The delay between snowmelt date and SOS decreased with inclegairgne
as has been noted for other areas (Jonas et al. 2008). For low-elevations SOS atcurred a

average of 94 days after snowmelt (study-period range of 79 to 110 days); for middle-
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elevation sites an average of 36 days after snowmelt (study-period range of 19 to 52
days); and for the highest-elevations an average of 18 days after sn@stuasitperiod
range of 6 to 26 days).
EOS occurred earliest (July and August) on average in northern portions of the

study-area and some low- and middle-elevations (Figure 2.4). EOS occurredhstme

Interannual Variability in Grassland Start of Season
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Figure 2.3. Average spatial and inter-annual patterns in the start of thamplag®wing
season (SOS) in the Upper Yellowstone River, 2001 — 2009. Boxplot shows data for 360
grassland pixels. (See Figure 2.1 for elevation ranges of shaded-relief).
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later (September) in toeslope and north-facing areas of the Paradiseagallell as
some middle- and high-elevations. EOS occurred latest (October and November) in
middle- and some high-elevations. Inter-annual variation in EOS was dramatityover
months between earliest and latest observed date over the nine years dfigtuay (

2.4). The most variable EOS occurred mostly in low-elevations although also in disperse

Interannual Variability in Grassland End of Season
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Figure 2.4. Average spatial and inter-annual patterns of the end of the grassland
growing season (EOS) in the Upper Yellowstone River, 2001 — 2009. Boxplot
shows data for 360 grassland pixels. (See Figure 2.1 for elevation ranges of
shaded-relief).
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locations across the study-area. The most stable EOS dates occurred in leiddienrs
and northern portions of the study-area.
In general, the highest MAX (between 0.60 and 0.80) was observed in middle-
elevations, areas adjacent to the Lamar River within YNP and some higheglsvat
(Figure 2.5). The lowest MAX (0.20 — 0.50) was located almost exclusively in low-

elevations. Intermediate MAX (0.50 — 0.60) was observed in some low-elevatiogsetti

Interannual Variability of Grassland MAX
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Figure 2.5. Average spatial and inter-annual temporal patterns of MAX in the Uppe
Yellowstone River, 2001 — 2009. Boxplot shows data for 360 grassland pixels. (See
Figure 2.1 for elevation ranges of shaded-relief).
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and northern portions of the study-area. Inter-annual variability in MAX veakest,
averaging less than a 25% change between highest and lowest over themsioé yea
study (Figure 2.5). Portions of the Hayden Valley within YNP (southwestetiopof
the study-area) exhibited the most inter-annually variable MAX, while otircitle-
elevations and northern portions of the study-area exhibited moderate inter-annual
variability. Low-elevations exhibit low inter-annual variability.

The highest INDVI (3.00 — 8.00) occurred in some middle-elevation settings, the
Hayden Valley and areas along the Lamar River in YNP (Figure 2.6). Intet@edi
INDVI (2.00 — 3.00) occurred in North-facing areas in the Paradise Valayhéin
portions of the study-area, and some middle- and high-elevations. The low&4t(IN-
2.00) was observed almost exclusively in low-elevations. Inter-annual viyiabil
INDVI averaged 50% between highest and lowest values observed over the nsnaf year
study (Figure 2.6). The most variable locations occurred mostly in lowtielesettings
and there was little spatial pattern to areas of intermediate and highnnteata

variability in INDVI.
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Interannual Variability of Integrated Grassland NDVI
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Figure 2.6. Average spatial and inter-annual temporal patterns of INDVI Wpber
Yellowstone River, 2001 — 2009. Boxplot shows data for 360 grassland pixels. (See
Figure 2.1 for elevation ranges of shaded-relief)

Biophysical Correlates

Across space (study-area) and through time (2001 — 2009), climate
predictors explained a substantial proportion of the variation in the timing of LSP
(Tale 2.2). Predictors explained the most variation in the timing of SOS (78%),
followed by EOS (70%), MAX (52%) and INDVI (48%). Seasonal variation in
SRAD explained the most variation while a predictor variable relatedhier eit
water-availability (SOILW) or demand (VPD) was significant in guaodel

except SOS. Temperature variables also appeared in each model andregress
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tree splits based on different measures of temperature (TMAX, TMIN and
AGDD) made little difference to modeling results (results not shov\8
was identified as a correlate in only the model that explained the timing of the
entire growing season (INDVI model).

Biophysical models of SOS (Figure 2.7) indicated that the growing seastadst
in the spring when average daily levels of solar radiation (SRAD) areabov
approximately 336 watts per meter-squared and average daily minimunraamge

(TMIN) are above -5.00 degrees Celsius. Although SNOW was not a significardtpredi

SRAD<336 @

0
4994 85 TMIN<5
0 1
564 112 579 2566

Figure 2.7. Decision-tree for biophysical model of SOS constructed with 100

grassland points over 9 years of study.

of SOS in binary response models, we note that continuous plots of snowmelt date versus
SOS show an increasingly strong relationship in years and for locations sviuav

melted later in the spring (Figure 2.8). This relationship appeared to begirawte

where snow melted after approximately Marcf.31
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Snowmelt Date Versus Start of Season
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Figure 2.8. Relationship between date of spring snowmelt and grassland start of
growing season (SOS) in Upper Yellowstone River Basin, 2001 — 2009. Red points show
years and locations for which snow-melt occurred prior to MarehT1e strength of the
relationship increases the later in the year that snow-melt occurs.

EOS models (Figure 2.9) indicated that the growing season ended when average
daily solar radiation in the fall dipped below approximately 393 watts p&r+eguared,
or earlier in the year when average daily soil-moisture was below 268 kilogramaseof
per meter-squared and average daily vapor-pressure deficit (VPDboxas 5026
pascals. EOS dates were earliest for years and locations where dserggivVVPD at the
time of EOS with a few exceptions. Some locations along the Yellowstonej&sver

north of YNP exhibited the earliest EOS dates despite moderate VPD (Figurail.10 t

extending towards the bottom-left corner of the figure). Field visits indi¢dhtd these
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Figure 2.9. Decision-tree for biophysical EOS model constructed with 100
grassland points over 9 years of study.

areas appear to be quite dry although this was not captured well by dmteatbat was
interpolated based in part on elevation (this area is of middle-elevation, bgtiséll
dry). A difference in soil type and consequently moisture holding capacitexmpdgin
this localized difference in EOS dates and their relationship to climate, buioivas

captured by models.
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Vapor-pressure Deficit Versus End of Season
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Figure 2.10. Relationship between vapor-pressure deficit (VPD) andagichend of the
growing season (EOS) in Upper Yellowstone River Basin, 2001 — 2009. The growing
season ends earliest for locations and years that have high VPD at the tinfe of EO
MAX models (Figure 2.11) indicated that annual peak greenness occurred in the
summer when average daily minimum temperatures (TMIN) was above -0.38 degrees

Celsius, average daily vapor-pressure deficit (VPD) was below 1,230 pasdaserage

daily solar radiation was above 426 watts per meter squared.



44

TI‘/ulINc-ﬂJE

0
2980 28 /

-
/
v

0
SRAD<426
0 1
795 52 2422 707

Figure 2.11. Decision-tree for biophysical MAX model constructed with 100
grassland points over 9 years of study.

Finally, models of INDVI (Figure 2.12) indicated that growing season tiondi
were defined in general by either SRAD above 318 watts per meter ggoaifeSRAD
was below 318 watts per meter-squared, then by snow-free conditions in the spring,
SRAD that remained above 193 watts per meter squared in the fall, TMIN above -4.70
degrees Celsius and VPD that was below 555 pascals. INDVI generallysextfea
years and locations that received more growing season precipitation althergivas

considerable spread in this relationship (Figure 2.13).
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Figure 2.12. Decision-tree for biophysical INDVI model constructed with
100 grassland points over 9 years of study.

Predictive Models for an Average Year

The ability to predict LSP for an average year was good for SOS and MAX and
modest for EOS and INDVI (Table 2.2 and Figure 2.13). RMSE for SOS was just over
one week (8.71 days) with 95% of prediction errors falling within roughly two-weeks (
2.13 +/- 12.80) of actual SOS. Spatial-variation in TMAX and SRAD best predicted SOS

across the study-area. This is in contrast to EOS which was explainedibl\spéition
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Annual Productivity Versus
Growing Season Cumulative Precipitation
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Figure 2.13. Relationship between cumulative growing season precipitatiostand t
annual grassland productivity (INDVI) in the Upper Yellowstone RiveirB&001 —

2009. Locations and years that receive more precipitation are generadlyroductive.

in SRAD and PRECIP. EOS RF models exhibited a RMSE of over three weeks (23.24
days). There was also substantial bias in models to predict EOS to be lateatha
observed in an independent dataset. This was common of middle-elevation pixels that
made up the majority of grasslands in the study-area (Figure 2.14. Some prediot®n e
were up to 30 days later (-12.98 +/- 28.11). EOS in low- and high-elevation settings were
commonly predicted by biophysical models to be earlier than was observece(Eig4).

RF models using spatial-variation in SNOW and PRECIP explained less than 40% of
variation in magnitude of MAX. This result may have belied the model’s pneglict

ability in that 95% of prediction errors were less than 27% of mean MAX (0.01 +/- 0.14;

mean = 0.57).
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For INDVI, spatial-variation in AGDD and PRECIP best predicted INDYthw
95% of errors being less than 50% of the mean (0.06 +/- 2.14; mean = 4.47). Inspection
of the distribution of errors for each model showed that they were all approlyimate

normally-distributed.

EOS RESIDUALS

MORE THAN 40 DAYS LATER

3 WEEKS TO 40 DAYS LATER

3 WEEKS LATER TO 0 DAYS LATER

0 DAYS EARLIER TO 3 WEEKS EARLIER
MORE THAN 3 WEEKS EARLIER

Q0o o

Figure 2.14. Spatial pattern of EOS model residuals for an average year across 360
natural grassland pixels. The size of points represents the size of regideals
comparing observed EOS to biophysically predicted EOS.

A dataset recording the presence and absence of cheatgrass at nearly 5,000

locations during 2009 within the Paradise Valley, MT was provided by B. Maxwell.

These field plots overlapped with 54 MODIS pixels, 10 of which were identified in the
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present study as natural grasslands. Detection rates (number of timesatsedes by
number of plots visited) of cheatgrass in these 10 pixels averaged 12% (range of O -
40%). Four of these pixels were used to construct biophysical models of natwskrgtas
phenology and for three of those no cheatgrass presence was recorded.asheB0%
detection rate of cheatgrass in the final pixel used for model constructianuléural
fields as well as sagebrush and conifer cover were common in pixels of highef rates
cheatgrass occurrence. Examination of these pixels showed that the h&Rvsig more
consistent with the effects of agricultural management practices arslayyespecies
than it was with cheatgrass contamination. Cheatgrass did not appear to affett natur

grassland phenology results.

Discussion

Results of the present study highlight the utility of both LSP methods and
interpolated climate grids for the discovery of the main climate cogsetatd potential
drivers of vegetation phenology at landscape scales. Results also supported hypotheses
that emphasized water-limitations to plant growth in the study-area, Wwérke was
limited evidence of the importance of temperature and snow-dynamics. Finabyiora
left unexplained by LSP models are likely the result of the methods used totgehena

and by patterns of vegetation disturbance that have not been accounted for by models.



Table 2.2. Modeling results. Biophysical drivers explain the timing of M&Rte across space (study-area) and through time (2001-
2009). RF predictors explain spatial-variation in the timing (SOS and EOS) or oteg(MAX and INDVI) of LSP for an average
year.

Phenology Biophysical drivers ? R-Squared and Top 2 RF Predictors by RF Prediction Error for
Metric Number of Tree Splits | Importance Rank for Average Average Year®
for Timing Year ® RMSE (95% C.I.)
(n=100)
SOS! 0.78 2 8.71(-2.13 +/- 12.80)
SRAD 0.76 TMAX
TMIN 0.02 SRAD
EOS?® 0.70 3 23.24 (-12.98 +/- 28.11)t
SRAD 0.64 SRAD
VPD 0.04 PRECIP
SOILW 0.02 &
MAX 2 0.52 3 0.07 (0.01 +/-0.14)7
TMIN 0.30 SNOW R2=0.39
VPD 0.19 PRECIP
SRAD 0.03
INDVI 2 0.47 5 1.10 (0.06 +/- 2.14)t
SRAD 0.24 AGDD R2=0.37
SNOW 0.15 PRECIP
TMIN 0.06
VPD 0.02

1 Binary response variable

2 Binary response variable for identification oivers and continuous response variable for premticti

3 All predictor variables listed in Tale 2.1 werensalered in each LSP model

4 Models were built on 100 unique locations, 9 yeard twenty-two 16-day time-periods per year. Taglids maximized the proportion of variation in the
response variable explained by variation in anangiory variable. Splits were undertaken if theplaixed at least 2% of the variation in the respons

5 Random Forest (RF) models predict LSP responssadthe study area for an average year; Importaméeis determined by % increase in mean squared
error with the variable included versus not incldide

tUnits for SOS and EOS are in DAYS

TMAX and INDVI are unitless
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Biophysical Correlates of Land Surface Phenology

Seasonal variation in SRAD (which is related to seasonal variation in
photoperiod) was found to be the main biophysical correlate and potential driver of SOS,
EOS and INDVI. For each of these three LSP regression-tree models, SBVM@edr
the first data split ending in a terminal node if SRAD thresholds were not eeet (s
decision-trees in Results section). This result suggests that if SRAD mperiod) is
not above/below certain threshold levels then vegetation will not respond to changes in
other climatic conditions (e.g. spring-warming prior to a certain date doediciba
vegetation response; Partanen et al. 1998). This is consistent with existing maldegysta
of photoperiod and variation in daily inputs of solar radiation as representing the outer
envelope of climatic controls on phenology (Jolly et al. 2005). However, some
experimental studies suggest that photoperiod is a stronger driver of spring ephemera
plant growth than daily solar radiation inputs (Gandin et al. 2011); while still others
suggest that temperature and precipitation are stronger predictorsstéugrgshenology
specifically than photoperiod (Huber et al. 2011; Lesica and Kittleson 2010; White et al
1997). Photoperiod, solar radiation and temperature are all highly-correlated, making i
difficult to distinguish with observational studies to which aspect of climatgsla
respond. In cases, it seems possible that the best predictors of phenology are not
necessarily the aspects of climate that trigger biochemical procegseasts; but rather,
SRAD for example, is merely the most reliable predictor of LSP acrogsdbent study-
area. This tendency may be most pronounced when developing a single model of

phenology for multiple plant populations that are locally adapted to differentticlima



51
conditions (Chuine et al.1999). The present study included steep environmental gradients
where there appeared to be a switch from one primary climate-driver teeaasetsetting
changed (e.g. influence of snow cover on SOS). As such, identifying a more mgchanis
understanding of the actual biophysical controls on plant growth and how these change
across environmental gradients remains an active and complex area hresta
obvious relevance to anticipating climate-change impacts (i.e. cosraldt@ot predict
well into novel climate space; Cleland et al. 2006).

Consistent with hypotheses, the present study found some evidence of a minimum
temperature threshold for SOS (-5 degrees C; Table 2.2 and Appendix A); while
differences in TMAX and SRAD explained variation in SOS across the stedy(-Bable
2.2). Seasonal variation in SRAD and temperature are collinear and disentdmgling t
unique contributions remains a challenge. Acknowledging uncertainty, the redugts of
RF and single-tree models suggest that temperature and SRAD share a role in
determining SOS; perhaps SRAD as the outer-envelope and temperaturpraedhge
predictor of variation within that envelope. In general, these findingasstent with
the work of Jolly et al. (2005) who posited that broad-scale plant development could be
predicted to begin when minimum temperatures reached approximately -2s1€gre
This also appears to be consistent with observations that many plant species of the
mountain west can grow at or near freezing temperatures even under snow-cover
(Kimball et al. 1973). Contrary to hypotheses, snow-dynamics were not idensifeed a
correlate of SOS in binary modeling exercises despite its known influencetoriaim

phenology (Fagre 2003; Jonas et al. 200&@nkr 2005). Instead, results (Figure 2.8)
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suggest that the timing of snowmelt influences SOS for only higher-elevatidfts a
years with later spring snowmelt. It follows that middle-elevations mepsesent a zone
where there is a switch from temperature and photoperiod controls to snow-dyaamic
primary drivers of SOS. Similar to the work of Pepin and Lundquist (2008) who asserted
that high-elevation areas near the 0 degree C mean-annual-tempserhesn are at
the greatest risk of future warming; we posit that vegetation-dynamareas where
there is currently a transition from one biophysical driver of phenology and productivit
(temperature or photoperiod driven SOS and water-limited productivity) to another
(snow-dynamics driven SOS and annual productivity limited by growing seasgth)le
may also be at greatest risk of future climate change.

An interaction between water-availability and demand appeared to control EOS
for lower-elevations while photoperiod best predicted EOS for higher-elevations whe
evaporative demand never reached high-levels. Spatial-variation in SRAD atdRFPRE
best predicted EOS across the study-area (Table 2.2). This is consistentpottiebes
that focused on late-season water-deficit as the primary determina@Sof@hers note
that vapor-pressure deficits below roughly 900 pascals exert little indu@nplant
growth while those above 4,100 pascals can force plant stomata closed even in the
presence of sufficient soil-moisture (Jolly et al. 2005; Osonubi and Davies 1980;
Tenhunen et al. 1982). Vapor-pressure-deficit within the study-area reaelyas such
extreme levels and models suggest that when there is sufficient soil-mgistsstand
growth continues. It is only when VPD is high (16-day averages above 1,026 pascals) and

soil-moisture is low, that grasslands senesce earlier than late-seasmepbdttriggers.
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Precipitation (commonly used as a surrogate for soil-moisture) has bednabeea
good predictor of grassland phenology in arid and semi-arid regions of the worlch(Lesi
and Kittelson 2010; Wang et al. 2003; White et al. 1997); and soil-moisture can be a
difficult parameter to estimate (Botta et al. 2006). Soil-moisture atdsrused in the
present study appeared to capture changes in the physical environmeiggbetd
grassland senescence; however these estimates did not accuratetyE@&dichen
applied to an independent dataset.

There are two main issues that confuse the generation of discrete EQ3 date
the gradual nature of grassland senescence (Reeves et al. 2006); and 2) bimdidal grow
that is characteristic of some arid and semi-arid grasslands (Whit€l8087; Penuelas et
al. 2004). The timing of EOS in broad-leaf deciduous forests for example, isatsdoci
with 15-25% leaf-drop (White et al. 1997), and therefore detects a change in éte targ
land cover’s structure (i.e. biomass) in addition to reduced photosynthetic a&®By
in grasslands however, is of a more gradual nature due to relative constancy of the
target’s physical structure (Reeves et al. 2006). Reeves et al. (2006)h®tithaimic
when relating a grassland clipping experiment to satellite-derivedatss of gross
primary-productivity. They concluded that the lack of growth in browning senescent
vegetation was not captured as well as was early growth that was assodiateathvi
vegetation greening, and biomass accumulation. A similar dynamic is likelyrla in
the present study where the browning of grasses may not be sufficient to dvbpoND
low-enough levels to record EOS. This likely resulted in estimates of EQ&for

elevation settings that were later than actual (EOS dates in AagiiSeptember for the
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Paradise Valley when one would expect July). Bimodel growth patterns camae
detection of EOS a challenge. Grasslands in summer-dry arid and sgm@egons often
retain the ability to respond to single precipitation events even after secesce
(Buyantuyev and Wu 2012; Wang et al. 2003); this is characterized as a “bimodal”
pattern of growth and is often associated with winter annuals of many desert
environments. Although there are no native winter annuals in the present study-area,
there was some evidence of bimodal growth (e.g. small October-Novemigarsieic
shown in Figure 2.2 example although this is on the small end of bi-modality that was
observed), whereby grasslands appeared to respond to fall precipitatiohghttiz s
increased NDVI values. This may have delayed EOS dates in some settingeletRa
models used in the present study recorded the timing of EOS as the latesatddiz\h
dropped from above to below half of its annual amplitude. In either of the above two
cases, climate-driven models of EOS were likely parameterized in paf@8rdates that
were later than actual. This meant that when they were used to predi@$hef Bn
independent dataset, errors were biased towards later EOS dates in Gendeaaify,

later than actual EOS dates appeared to be a problem limited to lowereglsvatiere
species tend to be taller and growth slow so that the NDVI signal is determinetynor
biomass and less by absorption of radiation for photosynthesis (Jonas et al. 2008). Lowe
elevation sites (and high-elevation sites) were underrepresented oteflgataset of 360
grasslands because most valley settings have been converted to human larglaises. A
result, the spatially-balanced subsample of pixels chose most or all |I@vatieh pixels

for model construction and these models were then applied to an independent dataset that
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represented mostly middle-elevation pixels where satellite-derivednE@®e closer to
actual conditions. The result was that biophysical models commonly predicteeQge
dates than were observed in an independent dataset. The gradual nature of EOS and
bimodal pattern of grassland growth in some ecosystems highlights the dé§culti
inherent in representing EOS as the timing of a discrete event (Joll\2608).
Prediction of SOS did not suffer from the same issues because the structurscérgene
grassland biomass is broken-down over winter by a number of physical processes
including snow-compaction, driving winds, and the grazing and trampling of domestic
and free-ranging herbivores.

Models suggested that the timing of MAX is controlled by TMIN and VPD, while
SNOW and PRECIP explained variation in MAX across the study-area. Lbarerdeal
temperatures for vegetation growth can: inhibit plant-root uptake of water fragnithe
(Waring 1969); slow plant cell-division (Granier and Tardieu 1999); and in combination
with high-solar radiation characteristic of much of the present siteby-can reduce
maximum photosynthetic efficiency (Germino and Smith 2000). Other studies find a
consistent time-lag between peak precipitation and peak greenness (i.¢itMAX
grasslands of the Great Plains (Wang et al. 2003); and that the timing of peak ggeenne
is relatively insensitive to summer precipitation in Southern Arizona (Jénetedl.

2010). NDVI as recorded by satellite (and therefore the timing of its annuahora
value) is sensitive to both vegetation biomass and the fraction of absorbed-
photosynthetically-active-radiation. In this light, it should not be surprisinghbat

timing of MAX is not more highly correlated with the timing of any singleneliic
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event; but rather it represents a gradual accumulation of biomass followed tiywsiaor
vigorous growth under ideal growing conditions (i.e. when evaporative demand is low
and temperatures are not). The specific timing and combination of climedesfdaat
lead to MAX likely vary across the study-area coincident with fast igipgpecies of
short stature at high-elevations in contrast to taller and more slowlyngrepecies at
lower-elevations (Jonas et al. 2008).

RF predictive models are consistent with hypotheses that an interaction between
temperature and water-availability would predict spatial-variation irKM2arly- and
mid-growing season soil-moisture for portions of the study-area is likalyatled by
spring rains, while for other portions it is controlled by snowmelt. In both casesiesum
precipitation is limited and therefore, the timing of soil-moisture depletidepgndent
on the timing of the start of the growing season. For some middle- and most higher-
elevations where SOS is delayed by snowmelt, soil-moisture levels remiaiarfough
for peak-growth later in the season when temperatures are ideal for @ptt.grhis is
in contrast to lower-elevations that depend on soil-water recharge from amadatearly
spring rains and likely deplete moisture reserves prior to temperaturesgel@vels that
are ideal for rapid growth.

Regression-tree models of the timing of INDVI did not identify the timindnef t
growing season as well as did SOS and EOS models separately. SRAD wanaing pri
biophysical correlate in SOS and EOS models and spring versus fall SRADarondit
are similar; meaning that the predictive power of SRAD in INDVI models avuted.

AGDD and PRECIP explained variation in INDVI across space consistdnt wit
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hypotheses that water-availability and accumulations of temperature wqlddhe
spatial-variation in the magnitude of INDVI. Contrary to hypotheses, PMAThats
useful in explaining variation in INDVI. Soil properties are known to explain the
distribution of plant form (tree versus shrub versus grassland, Despain 1990), within the
study-area and explain spatial-variation in forest biomass accumulatiosgiiat al.
2000); however, this may have more to do with soil-moisture-holding capacity and water-
availability that is better captured by spatial-variation in PREQiIRIither case, climate-

driven RF models do not capture well spatial-variation in the magnitude of INDVI.

Comparison to Other Studies

Spatial patterns of LSP mapped by the present study match well those of prior
efforts (Thein et al. 2009), with some important differences. Based on publishedtmaps
appears that Thein et al. (2009) produce average (for the time-period 2001 — 2005)
February SOS dates for low-productivity areas such as those in the viciWiP$
north entrance near Gardiner, MT. They state that these results are ethkesin the
data or limitations of the methods as applied to low-productivity areas where tla annu
amplitude of NDVI values is small. These anomalously early SOS datesa@metiast to
the present study that produced average mid-March and April SOS dates fon¢he sa
areas (although we do produce a few February SOS dates for individuaike2G0b
and 2006), which the current authors think are representative of the real avamageti
spring plant growth. This difference is likely due to the methods that each sedlious
handle snow-covered portions of the year in NDVI time-series. NDVI often sesea

concurrent with snowmelt (snow-cover depresses NDVI values) and independent of
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changes in vegetation activity (Delbart 2005; Huete et al. 1999). Other ressdiaher
noted a propensity for LSP methods that do not correct for snow-effects to estimat
anomalously early SOS dates (Hudson Dunn and DeBeurs 2011). Although they do not
state their methods for handling snow-cover explicitly, if Thein et al. (200Rided
snow-covered NDVI observations as missing data (smoothers would project downward
trends of the previous fall into the no-data gap and likely beyond actual background
values), or ‘O’ NDVI values (also likely below actual background values), thisdwoul
explain the early SOS dates that they produced. This is because LSP anetbased on
the annual NDVI amplitude (the present study and Thein et al. both use 50% of annual
amplitude for SOS) and methods that do not correct for snow-cover can introduce a
increase in spring NDVI that is associated with snow-melt rather thatatiem activity.
By substituting empirical estimates of snow-free background values forcnared
portions of the year, the present study minimized long gaps in data and thecyeoide
NDVI to increase in early spring due to snowmelt. That said, estimatingfseew
background values can be problematic for locations with long periods of snow-cover and
for which plant growth commences soon after snow-melt (or even before srigwgere
Kimball 1973) and growth continues until fall snow-cover. Ideally, estimates of
background values would be snow-free and have no photosynthetic activity for a full 16-
day NDVI period. This set of conditions may never occur for high-elevatiohgin t
study-area. Therefore, the present methods may delay SOS at highaowmdamat
estimating a higher than actual background value (although SOS dates foehajiors

appear to be reasonable). Even when using corrections for snow-covered portiens of t
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year, low-productivity pixels with low annual NDVI amplitude pose challengethé
accurate estimation of LSP. Small errors in background value estimates, oresemisor
can cause large changes in LSP results (i.e. signal to noise ratioesanghisdecreasing
annual NDVI amplitude; Verbesselt et al. 2010). That said, the present methodstappear

offer an improvement over previous methods that have been applied to the study-area.

Variation Unexplained by Models

There was spatial (for an average year) and temporal (timing acrossssph
through time) variation in LSP that was unexplained by climate—driven modtswas
likely the result of the methods and data used to construct models and variation in
grassland disturbance that was not accounted for by models.

The present study required spatially-continuous input datasets in order to
characterize vegetation response across the study-area. This meant imredoe
error into models via imperfections in gridded climate data with unknown effects
modeling results. Plots of EOS versus VPD for example, appear to highlightaan are
the Gardiner Basin for which VPD estimates are poor and present unexplainadrvariat
in an otherwise strong relationship between LSP and its climate coftaiaté points
extended towards lower-left hand corner of Figure 2.10). Perhaps more impgaatant t
errors in climate datasets, variation in vegetation response acrossrstieepneental
gradients may have resulted in model parameter estimates that aravieyges of
several distinct vegetation-climate relationships. This challengjenitar to what White
et al. (1997) found across latitude in a continental-scale study of North Amediezhat

Chuine et al. (1999) pointed out is a difficulty in developing climate-driven models of
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phenology across large areas. With these short-comings in mind, models developed for
the present study are likely of only limited utility for predicting the futarpacts of
climate change since they may not capture the “true” climate-drofdtSP, nor the
magnitude of vegetation response (i.e. their parameter estimatesmgaaake
transferability are untested; Dobrowski et al. 2011). Despite these longathodels can
be interpreted as a mean response to climate of a single, important, natura&nd c
type (grasslands) in the northern GYE. Models were also sufficient to imeeiiind
study-objective, to predict natural LSP under average climate conditioasets
presently under human land use.

Domestic and free-ranging herbivores (i.e. grazers) are common throtiggout
study-area in spatially- and temporally-varying densities and thisi@tasccounted for
in LSP models. Grasslands on private-lands for example, were identifieficgigc
because they had significant grazing resources (i.e. are grasslaitgsitiied by
Montana Cadastral datasets. However, information on the intensity of domestiodk
grazing on private-lands was unavailable. Grazers can substantiallyt mep@cimary-
productivity (Frank and McNaughton 1993; Frank et al. 2002; McNaughton et al. 1996)
by removing biomass and stimulating vigorous re-growth. Studies conducted on
grasslands within YNP observed that grazers stimulated above-ground primary-
productivity by 21% (Frank et al. 2002) while removing 36% of total summer grass
biomass in the Hayden Valley (Olenicki and Irby 2005). The net effect of reduced
biomass and increased growth rates on summer NDVI and annual INDVI igelglati

unknown. However, we note that when applied to pixels in the Hayden Valley that were
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not used in model construction; predictive models overestimated INDVI in evenysas
an average of 11% (results not shown). The Hayden Valley likely represems hig
native @Bison bisoh grazing intensity relative to the rest of the study-area and this
appears to suggest that models that are constructed using locations of lawer gra
intensity will routinely overestimate INDVI in areas of higherzjng intensity. It seems
likely that spatially- and temporally-varying grazing intensity accetmta significant
portion of the variation in LSP that is left unexplained by climate-driven rmodel
Developing reliable satellite-based estimates of primary-prodyctivdlomestic and

free-ranging grazing ecosystems is a non-trivial task (McNaughtmn ¥985).

Implications for Science and Management

The present study contributes to broad-scale understanding of the biophysical
drivers of grasslands phenology in the GYE and highlights some of the conservation
challenges faced by public land and wildlife managers. Landscapepaiferassland
phenology provide a basis for understanding the movements, population dynamics and
space use of migratory ungulates in this ecosystem. Results demonstradéelyhstason
grassland growth, which represents a critical resource for ungusapesnarily limited
to private lands north of YNP. This may explain why some ungulates cross (or try to
cross) the park’s northern boundary during late winter and early spring monthsyin ma
years. To the extent that spatial and temporal variation in climate drivetagchs
phenology, future climate change has the potential to alter patterns of progutivit

ways that could alleviate, or exacerbate issues related to ungulate usateflpnds. As
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models of future climate scenarios improve, the approach presented in thisostigdyec
used to project future patterns of grassland phenology and help to anticipate climat
change impacts to migratory ungulate habitat.
Because important portions of the grassland grazing system within the study-
area lie on private lands, there is also the possibility that they undergaskctiange
in the future. The study-area at present remains rural and agricultunalracter, but
exurban development is projected to increase rapidly in coming years witly large
unknown ecological effects. Like climate change, land use change has theapttent
substantially alter landscape patterns of grassland phenology via hunvég-actl
land management practices. Land use change also often brings new redidents w
sometimes embrace different values and aesthetic preferencesrfoiapleysical
surroundings than are espoused by current residents. Like climate change, the
cumulative impacts of land use change have tremendous ability to alleviate or
exacerbate the challenges of managing migratory ungulates. Becausehaages
(land use and climate driven) are expected to occur on private lands; managess requi
the best scientific understanding of likely future scenarios of grassland pbginol

order to anticipate and plan for management and conservation challenges.
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CHAPTER 3

LAND USE MODIFIES LAND SURFACE PHENOLOGY FROM ITS NATURA

BIOPHYSICAL STATE IN THE UPPER YELLOWSTONE RIVER BASIN

Abstract

Human land use around U.S. National Parks is intensifying; some studies find at
rates that exceed regional and national averages. This is of concern to tineatiomse
and management communities because human activity around parks can compromise
species conservation goals. Most prior research has focused on the ecolfagitsabe
habitat fragmentation and/or impacts to hydrology. An understudied effect of kand us
change around parks investigates its impact on spatial and temporal patte getatiome
productivity. With Yellowstone National Park at its core, The Greater Y eltoves
Ecosystem supports the largest migratory herds of elk and bison left in NorticAmer
This area is experiencing land use change that has some in the wildlife and land
management communities concerned that change will affect wild uaguigtation
patterns, increase human-wildlife conflict and risk of disease tranemissdomestic
livestock, and possibly even attract large predators into human-populated areas. The
present study examines these concerns within the context of land use impactsroa patt
of grassland phenology and productivity (the primary forage of migratory ueglay
comparing predicted patterns of phenology in the absence of human-actthidy to
observed under human land use. Results suggest that the primary impact is on the timing

of productivity and occurs late in the growing season when irrigation of privats-la
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artificially extends grassland growth into late-summer and fall mon#sul® also
suggest that land use in low-elevation settings introduces a more heterogeneou®pat
phenology and productivity than is expected in the absence of human-activity. Low-
elevation heterogeneous patterns on private lands under current land use miatéa the
pattern of phenology across the rest of the study-area; which may suggesvé#bat pr
lands could offer a substitute for an ungulate migration strategy that crosges |
distances and elevations. Although the future impacts of land use change on patterns of
grassland productivity and ungulate migration patterns is largely unknowrisrestiie
present study offer quantification of concerns related to land use effectsemgatt

grassland phenology and productivity.

Introduction

Human land use around U.S. National Parks is intensifying; some studies find at
rates that far exceed regional and national averages (Davis and Hansen 2eldff Bia
al. 2010; Wade and Theobald; Wittemeyer et al. 2008). This is of concern because parks
represent only portions of larger ecosystems (Gimmi et al. 2011; Hansen aied Def
2007; Hansen et al. 2011; Moon and Farmer 2010). Therefore, human activity (i.e. land
use) can compromise the successful conservation of biodiversity in and ardksd par
Most prior work has focused on the effects of habitat fragmentation and/or land cover
change impacts on hydrology (Ambrose and Bratton 1990; Svancara et al. 2009; Hansen
et al. 2011). However, another broad-scale effect of land use on natural systeahs is

often modifies landscape-scale patterns of vegetation phenology and primary-
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productivity (Buyantuyev and Wu 2009; de Beaurs and Henebry 2004, 2008; White et al.
2002; Zhang 2004). In many ecosystems, species-diversity and primary-pribglacé
positively related (Phillips et al. 2008; Williams et al. 2005) and large parks tend to
protect low-productivity areas while urban and agricultural land uses arentated in
high-productivity areas (Luck 2008; Scott et al. 2001). This pattern combined with
observations that land use is altering broad-scale patterns of spduiessivia
presumed impacts on primary-productivity (Williams et al. 2005), raises coraigvos
land use effects on protected-areas. Although these concerns are not ngtigateres
to date have remained cursory and largely limited to qualitative descriptichartge
(Alcaraz-Segura et al. 2009; Tang et al. 2012). Better understanding lasiflecte on
vegetation-phenology and -productivity is an important research topic thghlg hi

relevant to biodiversity conservation and land use change around parks.

Remote Sensing Phenology and Land Use

A variety of remote-sensing methods have been proposed to both estimate
vegetation phenology and primary-productivity, as well as to monitor land use change
around protected-areas (Alcarez-Segura et al. 2009; Garbulsky and Parueldaz@0dt
al. 2012). These methods are often based on indices of land surface reflectance (the
Normalized Difference Vegetation Index, NDVI, for example) and the palysic
properties of leaf chlorophyll and other pigments involved in photosynthesis to absorb
red portions of the electromagnetic spectrum while reflecting nearedfgeortions
(Huete 2002). Monitoring of land use is then based on the impacts that human activity

has on land cover and vegetation. Land surface phenology (LSP, a term used to
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distinguish it from field-based measures of phenology; Moody and Johnson 2001) has
evolved from earlier remote-sensing studies to track seasonal chasgesce
reflectance (NDVI) as recorded by dense time-series of sateldgas. From annual
time-series, LSP methods generate a suite of metrics that corresgbeditning and
magnitude (i.e. productivity) of vegetation development (Jonsson and Eklundh 2002,
2004). Interannual changes in these metrics are then interpreted as eiételityar
associated with short-term climate fluctuations (Anyamba and EastmanMp9éni et
al. 1997; Reed et al. 1994; White et al. 1997), or more persistent change as a response to
a number of factors including: natural disturbance and recovery (Beck and Goetz 2012;
Peckham et al. 2008; Verbesselt et al. 2010); longer-term climate change ¢Jalong e
2011; Linderholm 2006; Myneni et al. 1997; Parmesan and Yohe 2003); or land use

change (Lunetta et al. 2006; Narumalani et al. 2004; Neigh et al. 2008).

Land Use Impacts on Phenology and Productivity

Land use can modify LSP in at least two distinct ways: by removing or iregplac
native land cover; and/or by changing the physical environment to which vegetati
responds. The former case is straight-forward and involves activities systardsg
agricultural crops which has a tendency to increase primary-productiviysaiBuyev
and Wu 2009; Imhoff et al. 2004; Wardlow and Egbert 2008); harvesting timber, which
initially reduces NDVI (Guerric et al. 2011; Roberts et al. 2004); the intemtiona
introduction and maintenance of non-native species such as residential landstaqiing w
can have a variety of effects including earlier start of the growing seadoncasased

productivity as compared to wildland conditions (White et al. 2002; Shustack et al.
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2008); and the unintentional introduction of weedy species with phenologies that are
distinct from native vegetation (Clinton et al. 2010; Shustack et al. 2008). Changes to the
physical environment can include: fertilization that changes solil propartie tends to
increase primary-productivity (Imhoff et al. 2004; Schubert et al. 201®aiion of
agricultural and residential landscapes that extends the growing seasamtdethe fall
in water-limited ecosystems (Buyantuyev and Wu 2012; Johnson and Belitz 2012); and
temperature warming as a result of urban-heat-island effects this iasearlier
vegetation growth in the spring in urban environments than surrounding rural and
wildland settings (Kato et al. 2005; Zhang 2004).

The availability of studies that specifically develop the magnitude, direatid
nature of change associated with individual land uses varies by land use types 8tudi
agricultural and urban land uses are common and in general find that urbanizatson le
to an earlier start and later end of the growing season (although see Gh20@8)aand
reduced productivity compared to rural and wildland surroundings (although see
Buyantuyev and Wu 2009) (Imhoff et al. 2004; White et al. 1997; Zang 2004).
Agricultural land uses tend to increase productivity and result in a latef ¢nel
growing season in semi-arid ecosystems (Imhoff et al. 2004; Neigh et al. 2Q@B@sS
of suburban and exurban land uses are fewer and in general find that productivity
decreases with increasing population densities (Zhao 2011; Zhao et al. 2007), although
these studies have largely been restricted to the eastern half of the UsSudyrfeund
that the productivity of exurban land uses was higher than the agricultural land use that it

replaced due to increases in the proportion of tree-cover (Zhao et al. 2007).
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Generalizations of land use impacts on vegetation phenology and productivity are
difficult and often found to be distinct to the environmental setting of the study-area
(Buyantuyev and Wu 2009; Gazal et al. 2008; Williams et al. 2008). This variability
highlights the importance of locally-focused studies that develop the ecological
consequences of specific land use transitions that are of greatest condéenatithor’s
knowledge, there have been no prior studies that examine the effects of spatifisda
on phenology and productivity in areas surrounding national parks in general or the
Greater Yellowstone Ecosystem (GYE) specifically.

Most investigations of the impacts of land use on phenology compare LSP from
urban areas to those observed in surrounding rural or wildland areas and infer change in a
space for time substitution (although see Imhoff et al. 2000 for an intereséintpale
to this method). A short-coming of this approach is that it does not account for sistemat
bias in the location of urban areas relative to rural areas (Jochner et al. 204R)atéwds
are commonly located in lower-elevation river valleys and on more productiselsm
neighboring rural or wildland areas (Jochner et al. 2012; O’Neill and Abson 2009; Scott
et al. 2001). Therefore, the biophysical setting of LSP in areas now occupied by urban
land uses likely includes warmer spring temperatures and an eatesfdhe growing
season for example, than surrounding rural areas (Jochner et al. 2012). Most studies tha
find different LSP in urban versus rural areas attribute this diffetenearming as a
result of urban-heat-island effects (see White et al. 2002 and Zhang et alo280d 6f
many examples); while other studies find differences along socio-ecogoadients that

are presumably related to variation in aesthetic preferences foediffesidential
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landscapes and the management practices necessary to maintain thenug@uyamd
Wu 2012). Common attempts to correct for differences in the location of phenology
study-sites include the use of elevation and/or latitude as a surrogatarigeshn
biophysical setting (principally climate and soils) that are thougatfect LSP (Hudson-
Dunn and deBeaurs 2011; Hwang et al. 2011; Jochner et al. 2012). However, using
surrogates for biophysical setting often obscures the likely modes afecbgwhich
land use (i.e. human activity) changes phenology (e.g. urban-heat-islectd ef
compared to introduction of non-native species or aesthetic preferences\hay woth
socio-economic status). Ideally, investigations of land use impacts on LSH bbtul
correct for differences in biophysical setting of land uses and develop tlyeniégs that
human-activity is affecting LSP. The benefit of exploring modes of chartbatig can
guide future research and may highlight opportunities for management of unwanted

change.

Grasslands of the Greater Yellowstone Ecosystem

Grass and shrublands (hereafter “grasslands”) are an important natural land cove
type that is often underrepresented on public-lands and has disproportionately been the
subject of human development on private-lands throughout the Northern Rocky
Mountains, U.S. including in the GYE (Piekielek and Hansen accepted). Gragslands
the GYE provide habitat for the largest migratory herds of €l&r\us elaphysand
bison, Bison bisoh remaining in North America. Migratory ungulates in this ecosystem
are thought to track grassland productivity across the landscape while senukby

attempting to avoid deep winter snowpack and high predator densities (White et al. 2010;
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Proffit et al. 2011; Thein et al. 2009). Prior to European settlement, seasonal movements
likely included utilization of low-elevation valley-settings that are nagdby in private-
ownership during winter and early spring months because snowpack was lightsand the
were locations of earliest spring forage development (Skinner 1925).dLittlener
precipitation (in the absence of irrigation) leads to early-summer grdsstamescence
and ungulates historically moved to progressively higher-elevations throughgetthe
where grassland growth continued. Today, bison are largely not allowed to leave
Yellowstone National Park (YNP) boundaries and only the Northern Yellowstone elk
herd continues to make long-distance movements onto private lands each year.

Several contemporary management issues now bring the seasonal space-use of
ungulates in the GYE to the forefront of the public, manager’'s and researclastoatt
First, the discovery of the disease brucelloBisi¢ella abortusa disease that causes
abortion in wildlife and domestic cattle) in free-ranging herds (Cross 20 HD) makes
the co-mingling of both elk and bison with domestic livestock a major economic and
wildlife management concern (Bidwell 2010; Cross et al. 2007; Proffit et al. 2011).
Second, there has been a recent socio-cultural shift in local residentdeattowards
“New-western” ideals including valuing natural amenities such as feildkewing, over
traditional values focused on agricultural productivity. New-western values and turnove
in large ranch property ownership raises concerns about the privatization ofdsllahdr
management of wildlife resources for the public (Gosnell et al. 2006; Gosnelland Tr
2005; Haggerty and Travis 2006; Robbins 2006). These concerns come in part from

changes in private ranch management practices that are meant to encadidge w
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presence on private-lands while excluding hunting access; thereby limitthidfe
management options and potentially jeopardizing the preservation of natural @ngulat
migration. In the most extreme cases, it has been reported that praclicés in@ating
high-quality forage crops without harvesting them in an effort to attractrpeind herds
of elk on private-lands (Haggerty and Travis 2006). Studies from across the Northern
Rockies suggest an elk preference for private-lands over public (Proffi2étld), and
an attraction to the fertilized and irrigated grasses of alfalfa fepscgolf courses and
residential landscaping on private-lands (Krausman et al. 2009; Henderson ande@’ Her
1992; Lubow 2002; Thompson and Henderson 1998; Wait and McNally 2004). Within
the socio-ecological context of YNP (including the unique natural resourdes tha
protects) and recently observed change on surrounding lands, investigations of the
landscape-scale impacts of land use on grassland phenology is of high research a

management interest.

Study Objectives and Hypotheses

The objective of the current study is to quantify the impacts of specific land uses
on grassland phenology and productivity in a study-area that is relevant to the affec
human activity on wildlife management around YNP (Figure 3.1). This is accomplished
by applying biophysical models of LSP in the absence of human-activity fieerea
referred to as “wildland LSP”) (Piekielek and Hansen unpublished, Chapter 2 this
dissertation) to the study area and comparing them to present-day obsefatiBRs

under human land use.
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Prior work (Piekielek and Hansen unpublished, Chapter 2 this dissertation)
identifies interactions between water-availability and demand as thépatihmitation
to plant-growth for low-elevations within the study-area with one exception: deairhg
spring months water is not a limiting factor and the timing of spring grovdictigted
principally by seasonal variation in solar radiation (i.e. photoperiod). Basedsan the
observations we present the following hypotheses. Each hypothesis comparésdgredic
wildland LSP to that which is observed under different land uses:

1. The timing of the start of the growing season (SOS) in residential areas
trends towards later because many homes artificially support ornamental
trees and shrubs. SOS may be later in agricultural settings due to planting
dates and/or the unique phenologies of crops.

2. The timing of the end of the growing season (EOS) is later across all land
uses because irrigation decouples vegetation from local precipitation
regimes that include late-summer drying. This land use effect becomes
successively more pronounced as residential land use intensifies (rural to
urban) coincident with greater proportions of irrigated land area. Irrigated
agricultural land use exhibits later than predicted EOS, however crop
harvest may add variability to this relationship in some cases.

3. Magnitudes of peak annual greenness (MAX) are lower than predicted
wildland MAX in high-density residential settings because significant
portions of these areas have been converted to non-vegetated land covers

(e.g. pavement, buildings etc). MAX gets progressively higher from high-
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to moderate-intensity residential settings along with increasing groper
of vegetated and managed land cover; and then decreases in rural settings
that are expected to be similar to wildland conditions. MAX is highest in
agricultural settings due to irrigation and because agricultural crops are
planted densely and exhibit rapid growth.
4. Patterns of total annual productivity (INDVI) under land use mirror those

of MAX via the same assumed modes of change.

Methods

Study-area and Wildland Growing Conditions

The 7,400 square kilometer study-area (Figure 3.1) encompasses the upper
Yellowstone River Basin and the public-private interface along YNP’s narther
boundary. The Paradise Valley is the main southwest to northeast low-elevation,
privately-owned valley in the northern half of the study-area (Figure 3f)-dlevation
private-lands were natively occupied by grasses and shrubs of mixed species
(Pseudoroegneria spicat&estuca idahoensmsndArtemisiaspp. for example). The
study was inclusive in its definition of grasslands and focused on grass and/orretgubla
as defined by: Despain et al. (1990) within YNP; the National Land cover fZlatssn
(Comer et al. 2003) on public-lands outside of YNP; and as defined below (Land use
section) on private-lands. Low-elevations and northern portions of the study-ceiza re
infrequent winter snow-cover and mild temperatures as compared to higheieekeva
and more southern portions of the study-area. The growing season begins ¢éoliest a

elevations and on south- and west-facing aspects and moves progressively upslope to
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starting latest at higher-elevations and on north- and east-facing slopesldvations
receive little summer precipitation and the growing season ends early ieathéue to
water-deficit (Piekielek and Hansen, unpublished, Chapter 2 this diss@rtatien
growing season ends progressively later as you move up to middle-elevatioas whe
water-limitations are relaxed due to a later start of the growegpseand more summer
precipitation. At the highest-elevations in the study-area temperatuleedzarsh year-
round, snow-cover lasts up to 250-days per year and the growing season is short and ends
early. The most optimal grassland growing conditions are generally foundatemi
elevations where soils are deep (compared to higher-elevations), therecisrsigil-
moisture for growth and temperature and snow-conditions are not as harsh as those found

at higher-elevations (Piekielek and Hansen unpublished, Chapter 2 this dissertation)

Land Use

The study-area was frequented by Native Americans prior to European
exploration that began in the early 1800s and eventually led to the establishivilift of
in 1872 (Jacoby 2001). Areas outside of YNP that are now in federal ownership
(primarily U.S. Forest Service) have experienced a variety of humarfrasekgging to
grazing of domestic livestock; however, present-day human-activity in treseia

primarily recreational. There are a number of communities within thg-sinec
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Figure 3.1. Map of study-area including location of land use, ownership and distribution
of public and undeveloped grasslands. The “checkerboard” pattern of land ownership is
an artifact of the Public-land Survey System and railroad land grants.
including Mammoth, WY (population 263; U.S. Census Bureau data) that is within YNP
boundaries and the gateway community of Gardiner, MT (population 875; U.S. Census
Bureau data) at the park’s north entrance. Livingston, MT (population 7,044; U.S. Census
Bureau data) is the largest community and lies at the northern-most@xieastudy-
area.

On private-property, land uses range from agricultural to a varietyidérgsl
and commercial uses (Table 3.1, Figure 3.1). Maintained residential larslseape

dramatically from very little disturbance of native vegetation to the eraamice of large
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well-watered lawns and ornamental trees and shrubs of non-native species.atflers
commonly grazed in small to moderate numbers on residential properties. Caathmerc
uses include a large private hunting ranch (reportedly almost 35,000 acres of mixed
owned and leased lands), guest ranches and an 11,000 acre high-end luxury development
and nature preserve. The area is a popular tourist destination and location to build sec
and vacation homes.

Agricultural practices include raising domestic livestock and cultivation of
alfalfa-grass hay crops and small grains (wheat and barley). Hay fyglically yield
one-cutting annually in dryland areas and in irrigated areas yield twogsufirst in
late-June, second in late July). It is also common haying practice toggé3akhich
leaves late-summer and fall growth (from August to end of season) as-ionaige for
livestock and also in order to maximize crop survival overwinter. Livestock ame oft
allowed to graze in irrigated hay fields throughout early and middle portions of the
summer. Many hay fields are kept on a short fallow rotation schedule of appi@yima
three years and/or can be mixed with production of small grains. Approxirf@gsyf
agricultural lands are irrigated within the study-area. Water foairag comes from the
Yellowstone River directly, irrigation projects, and private wells. Of émeaining 10%
of cultivated lands that are not irrigated, most are used to grow hay to feed domesti
livestock as well as to grow winter annuals (U.S.D.A. National Agriculgtegistics

Service).

Data from several sources were used to create a 250-meter spatidicesahd

use map of the study-area. Montana Cadastral Mapping Program data was dalvnloade
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during the summer of 2009. Montana Cadastral data are geo-referencedpased
datasets that describe land use by property-parcel as recordedifdiovabnd taxation
purposes. Land uses are identified as occupied-residential, vacant-residetelly-
managed agricultural or fallow-agricultural and designate whetheu#gral land is
irrigated or not. In this dataset, irrigated agricultural lands were on-saggered using
2005 National Agricultural Imagery Program (NAIP) aerial photogra@laglastral data
further classify non-irrigated agricultural lands by whether they hakerestgnificant
potential for timber-extraction (i.e. are forested) or for domestic livegjiang (i.e. are
grasslands). To identify agricultural lands, we separated actively-manadjedgated-
lands from fallow and non-irrigated lands. Polygons of irrigated agricultural lags w
used to produce a continuous data field of “percent irrigated agriculture” at timee260
scale for quantitative analysis of land use effects. This datauagespatially-averaged
to a 1-kilometer scale so that both LSP metrics and percent irrigateditagedecame
an average of the subset of sixteen 250-meter pixels within each 1-kilgnxedehat
was used to characterize agricultural lands.

In most studies, residential land uses are mapped using a density of occupied
homes per unit area. Home locations were assumed to be at the centroid of ssnall (les
than 20 acres, or approximately one 250-meter pixel) property-parcels. Besomese
parcels within the study-area are quite large (e.g. over 1000 acres, axiagapely 64,
250-meter pixels), actual homes sites were digitized for properties overe(rasize.
Home sites were identified using NAIP aerial photography from tae3@09. The

density of occupied homes within each 250-meter pixel was used to estimate a



88
continuous “housing density” layer at the 1-kilometer scale for quantitatihysenaf
residential land use effects on LSP. These data are summarized into casidential
land use classes for presentation in Table 3.1.

Because the land use map was static and derived from a variety of data sources
spanning multiple time-periods, we also took steps to validate this data layempéone ex
how much land use likely changed throughout the study-period. Validation waseathiev
by comparing the present land use map to land use classifications deriveeriedm a
photography interpretation from years 2003 and 2009. A field visit to a combination of
randomly selected sites as well as sites where there was disagréetaeen data

sources was also performed during the summer of 2012.

Generating LSP

Because LSP metrics observed under human land use were compared to LSP as
predicted by biophysical models for an average year (average of 2001 — 2039) it wa
important to use identical data (MODIS NDVI) and methods (TIMESAT dlyor
Jonsson and Eklundh 2002, 2004) as was used in biophysical modeling exercises
(Chapter 2 this dissertation). However, quantitative comparisons made using ét&rlom
data were unproductive due to substantial mixing of the land use signal with other land
covers. We therefore transitioned to using 250-meter NDVI (MODIS MOD13Q1 data
product) to generate LSP metrics for the time-period 2001 to 2009 at a spatigioasol
that better captured patterns of land use. LSP was generated for an greardagehe

same way as was done in biophysical modeling (i.e. an average of years 2001 — 2009)



89
Final LSP maps depicted SOS, EOS, MAX and INDVI for 250-meterugsnlpixels

across the study-area.

Land Use Effects on Wildland
Land Surface Phenology

The land use map described above was used to select 1-kilometer (collections of
up to sixteen 250-meter pixels) “study-sites” where LSP under human lanésise w
compared to LSP under predicted wildland conditions. Study-sites were chodeadthat
little forest presence within 250-meter pixels (conifer forest at higlegations and
riparian deciduous forest along the Yellowstone River) and where land use ti@$/spa
aggregated. Spatial aggregation was selected for so-as to eliminaseopitke lowest
percentages of land use cover where effects were assumed to be undetechtable by t
present methods. Land uses of long and linear shape (e.g. some flood irrigated
agricultural fields and residential properties along rivers) werellaggmitted from the
study. The attributes of 250-meter pixels (up to sixteen per 1-kilomathr-site) under
land use (LSP, housing density and percent agriculture) were spatiaiigasgen order
to compare them with 1-kilometer biophysically predicted wildland LSP. &b, 863
agricultural and 477 residential study-sites (1-kilometer pixels) wergified. For
comparison and exploration of broad-scale pattern, we also present the maps of 1-
kilometer LSP under human land use that were generated using 1-kilometediiaVi
(MODIS MOD13A2) as input. All LSP metrics represented average conditices! loa

data from years 2001 — 2009 (n = 9).
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LSP observed under land use was compared to wildland LSP in several graphical
and quantitative ways. In each case, the operational spatial scabysdiawas 1-
kilometer based on the coarsest resolution of input datasets. Only weigk séligts
were found between continuous measures of land use (housing density and percent
agricultural cover) and their effects on LSP; we therefore focused oracsons across
all intensities of residential and agricultural use. Because biophysickdlsnused to
predict wildland LSP had known distributions of errors, we interpreted diffese
between observed LSP under human land use and predicted wildland LSP within the
context of these known errors. Empirical distribution functions were used to guaastif
percentage of calculated differences (between observed land use LSEdcier
wildland at study-sites) that were above (i.e. greater than) and belolegs¢han) the
95% confidence windows of biophysical model errors. Finally, maps of biophysically
predicted wildland LSP were compared to maps of land use LSP in order to examine
changes in landscape-scale patterns. Mapping results are presented poredsiithat
are covered by some active human land use (undeveloped private and wildland grasslands

are excluded) in order to focus on change as a result of land use.

Results

In general, grasslands make up 33% of the study-area with this being split
somewhat evenly between public and private-lands (Table 3.1 and Figure 3.1).

Undeveloped uses occupy the most private grassland area (11% of study-aneajyfoll
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by agricultural (2% of study-area), rural (1% of study-area), exurbaro{EWdy-area),
and urban and suburban occupy the least area (less than 1% of study-area each).

Agreement between land uses mapped by the present study as compared to land
use mapped from two other data sources and time-periods was modest (Table 3.2). More
than half of the disagreement between irrigated agricultural areas idkmti2803 and
those identified by the present study were consistent with either irrigatacisrthat
were abandoned (between 2003 and 2005), or a propensity for the 2003 map to identify
all private land parcels as under agricultural management. Disagreenvestibéte
present land use map and 2009 aerial photography centered around misidentification of
irrigated agricultural lands (in 2009) as undeveloped lands by the present stutly. Nea
all of the areas of disagreement between residential areas identified 008m&2d use
map and those identified by the present study were consistent with intensafyihgde
(low-density residential to high-density, or agricultural to residenidhat disagreement
remained appeared to be related to housing densities that were identifie@003hmap
based on the number of structures that could be seen using aerial photography as opposed
to the number of occupied homes as was identified by the present study. Fielidovalida
of land use maps suggested that some inconsistencies were related to scai¢raryd ar
placement of the 250-meter land use grid so that land uses were split in sometimes

unnatural ways (e.g. a subdivision being split into two low-density residpnteis).
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Table 3.1. Land use characteristics of study-area

Makeup of o
Land use class Definition
Study-area (%)
Other 67 Not Grassland
Public Wildland 18 Grasslands on public-land
Grasslands
Private Undeveloped 11 Occupied* housing density: < 1
Grasslands home per 80ac; vacant
residential or
undeveloped private-
land
Agricultural 2 Actively managed* irrigated
agricultural land
Rural 1 40.01 < Occupied* housing
density acres per home <
80
Exurban 1 10.01 < Occupied* housing
density acres per home <
40
Suburban <1 1.71 < Occupied* housing
density acres per home <
10
Urban <1 0 < Occupied* housing density

acres per home < 1.7

*Note: ‘actively managed’ and ‘occupied’ were determined based on 2009
Montana Cadastral data

These results highlight the dynamic nature of human land use through time and the
difficulties in characterizing land use at moderate spatial s¢séare often-times more
coarse than the pattern of land use itself. This last issue is egpecrathon in the case

of higher-density residential uses that take place on small properglgarc
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Table 3.2. Land use map validation comparison with other data sources and time-periods.
Percentages indicate the degree to which the land use map produced by the present study
agreed with other land use maps at 250 randomly identified points within the study-area

Land Use Source 2003 Air Photo 2009 NAIP
Classification Photography
Irr[gated 59% 77%
Agriculture
Residential 53% 80%

Predictive power of wildland biophysical LSP models within the current study
area was found to be good for SOS and MAX and moderate for EOS and INDVI (Table
3.3). Mean prediction error for SOS was roughly one week (8.71 days) and up to two-
weeks (15 days, 95% confidence interval). Mean prediction error for MAX was 0.07 and
up to 0.15 (unitless, NDVI). EOS model errors were negatively biased, predicting later
dates than observed more often that earlier dates. EOS models wer&egoowrtnin
roughly three weeks (23.24 days) on average and sometimes predicted EOS up to 40 days
later than observed. INDVI models were accurate to within 1.10 (unitlessatae@rea
under NDVI growing season curve) on average with errors up to 2.20 (95% confidence

interval).
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Table 3.3. LSP Biophysical model prediction performance for an averag0éa —

2009). Errors were calculated by applying biophysical models to an independerit datase
(n=260) and subtracting predicted LSP from actual. Root-mean-squared-ed&s%
confidence intervals are reported based on distribution of 260 errors (see Chapter 2 this
dissertation for complete description of methods).

Root-mean-
Biophysical Model squared
Prediction Error

Confidence Interval (95%) of
Predictions Errors

Start of Season (SOS)

8.71 -2.13 +/- 12.80
(days)
End of Season (EOS) 2324 -12.98 +/- 28.11
(days)
Annual peak growth (MAX) 0.07 0.01 +/-0.14
(NDVI)
Annual productivity (INDVI) 1.10 0.06 +/- 2.14
(INDVI)

Comparisons of predicted wildland to observed LSP under residential land use
showed some differences that were within the range of common model prediaisn err
(95% confidence intervals) and some that were outside of this range (Table 3.4). SOS for
land use sites was similar to somewhat later (a mean of 5 days later) thatedre
wildland. Twenty-six percent of residential sites exhibited later SOS tlealiced
wildland and 5% earlier and these were outside of the range of common biophysical
model prediction errors (i.e. 69% were within common model prediction errors and
therefore deemed an insignificant difference). EOS was substantiatl{dateean of 40
days) than predicted wildland with 86% of sites exhibiting later EOS dwtweére
outside of common biophysical prediction errors and no sites exhibiting earlger EO

MAX and INDVI for residential sites were similar to somewhat highezans of 0.09
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and 1.55) than predicted wildland. Thirty-five percent exhibited MAX and INDVI that
were higher than predicted wildland and outside of the range of biophysical model
prediction errors although 6% of residential sites exhibited MAX that was ae
predicted wildland and outside of the range of prediction errors.

Table 3.4. Comparison of LSP observed under residential land use versus predicted
wildland condition using 477 study-sites.

Predicted Larger Larger
MLe?rFi)c L‘En;nU:e Wildland Di fl:‘/leerzgce Positive Negative
g Range Difference  Difference
SOS 71-163 105 - 137 5 26% 5%
EOS 181 - 330 201 - 265 40 86% 0%
MAX 0.28 -0.92 0.45 - 0.69 0.09 35% 6%
INDVI 241-1220 3.64-531 1.55 35% 0%

Comparisons of predicted wildland to observed LSP under irrigated agricultural
land use showed some differences that were outside of the range of common model
prediction errors (95% confidence intervals) (Table 3.5). SOS was simgantewhat

Table 3.5. Comparison of LSP observed under agricultural land use versus predicted
wildland condition using 353 study-sites.

Predicted Larger Larger
MLeStrI'iDc Lz;nadnuese Wildland Di fl}/leerzplce Positive Negative
9 Range Difference Difference
SOS 78 -139 105 - 137 7 25% 2%
EOS 180 - 315 201 - 265 47 85% 0%
MAX 0.36 -0.91 0.47 - 0.67 0.14 47% 1%

INDVI 2.4-10.40 3.65-5.31 2.20 50% 0%
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later (a mean of 7 days later) than predicted wildland conditions. Twigetpdrcent of
SOS dates in irrigated agricultural settings were later and 2%rehdrewildland and
outside of common biophysical model prediction errors. EOS was substanttaliyHan
predicted wildland (a mean of 47 days later). Eighty-five percent of irriggtézbural
EOS were later (0% earlier) and outside of biophysical model errors. MAXNDVI
were both generally higher than predicted wildland (means of 0.14 and 2.20; FRjure
with approximately 50% of sites exhibiting MAX and INDVI that was highwet autside

of the range of biophysical model errors.

Cumulative Distribution

0.3 0.4 0.5 0.6 0.7 0.8 0.9

MAX (NDWI)

Figure 3.2. Empirical cumulative distribution functions of MAX under agricaltiand

use (black line) versus predicted wildland condition (red line) (n=353). Half. citag

are higher and outside of common model wildland biophysical prediction errors (Table
3.5).
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Maps of the spatial pattern of predicted wildland as compared to observed land
use LSP exhibited some similarities and some differences (Figures 3.88m8)stent
with quantitative results, SOS appears to be largely unchanged from witdiadidions
under land use. The growing season begins in April and May for most private-lands in the
study-area (Figure 3.3). This is in contrast to EOS, which appears to undergdiciram
change from wildland conditions (Figure 3.4). EOS throughout much of the Paradise
Valley and northern portions of the study-area (around Livingston, MT, see Biduia
location) is predicted to occur in July or August under wildland conditions. Under land
use, EOS is observed to occur in September and October for the same areas. Other
northern portions of the study-area (farther from Livingston) exhibit mixes @&&des
from July through November (Figure 3.4). Annual peak growth rates (MAX) ifdlard
conditions were predicted to be between 0.41 and 0.6 with large contiguous areas of
similar MAX and little variation across private-lands of the study-argp(€ 3.5).
Under land use, MAX ranged from 0.3 to 0.84 with dramatically different MAX values
immediately adjacent to each other (Figure 3.5). Maps of INDVI largelprad those
of MAX exhibiting a more heterogeneous pattern of INDVI under land use as campare

to predicted wildland conditions (Figure 3.6).
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Figure 3.3. (A) Comparison of biophysically predicted average (2001 — 2009) timing of
the start of the growing season (SOS), versus (B) observed SOS under human land use

using 1-kilometer data. Study results find few differences between pikdidtitand and
land use SOS.
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Figure 3.4. (A) Comparison of biophysically predicted average (2001 — 2009) timing of
the end of the growing season (EOS), versus, (B) observed EOS under human land use
using 1-kilometer data. Under human land use the growing season is lengthéeed in t
fall by over 40 days on average across land use types.
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Figure 3.5. (A) Comparison of biophysically predicted average annual peakegsse
(MAX) (A), versus, (B) observed MAX under human land use using 1-kilometer data.
Grasslands under human land use generally exhibit higher average MAX than thei
predicted wildland condition.
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Figure 3.6. (A) Comparison of biophysically predicted average (2001 — 2009) total
annual productivity as measured by NDVI (INDVI), versus (B) observed INDMEr

human land use using 1-kilometer data. Grasslands under human land use exhibit higher
average annual productivity than their predicted wildland condition and this is more
pronounced for irrigated agricultural land uses than it is for residential lasd us
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Discussion

Summary of Results

In general, land use did not appear to modify SOS from its wildland biophysical
state whereas it substantially modified EOS to later dates. Irrigatedlagal land use
also generally increased MAX and INDVI. Patterns of LSP for areas bhmdean land
use appeared to trend towards more spatial heterogeneity on private-latidsSBr a
metrics except SOS. Results suggest the likely modes of change due to htiwign-ac
and have ecological implications for landscape-scale environmental corsearat
management in the northern GYE.

Modes of Land Surface Phenology
Change and Constancy Under Land Use

Start of the Growing Season (SOBjJevious studies have observed SOS dates
that are: over a week earlier (8.70 days) than surrounding rural areas in New tyork Ci
(Zhang et al. 2004), and up to three weeks (20 days) earlier throughout the Nartheaste
and Midwestern U.S. (White et al. 2002) as a result of urban-heat-island.eHaztd et
al. (2008) aimed to test the prevailing “earlier SOS-urban-warming” panadith a
global study of deciduous trees in temperate ecosystems and observed earlier, but
variable (1-23 days earlier) budburst dates in cities relative to surroudrah@meas. In
addition to urban-warming as the likely mechanism of change, other studies shggest
invasive and/or managed species in urban environments account for differences in the

timing of springtime vegetation development (Buyantuyev and Wu 2012; Shustack et al.



103

2009). Studies that observe earlier SOS in urban versus surrounding rural aneas are i
contrast to the present study that found no land use effect on SOS. There are several
possible explanations for this difference including some methodological, some
physiographical and some socio-ecological.

Urban and suburban settings are rare in the present study-area (together
accounting for only ~1% of the total land-area); as such, we focus our iraéqretf
these results on a discussion rather than conclusions. It has been pointed out by others
(Jochner et al. 2012) that there is substantial bias in the location of urban areds towa
biophysical settings that likely exhibit earlier than rural and wildlan8 8&tes under
wildland conditions. This is also true of urban and suburban areas within the present
study that are located at low-elevations near the Yellowstone River. The @tessrg
correction for this bias by using predicted wildland conditions based on bioghysica
setting could account for the lack of evidence of a land use effect on SOS. Other
possibilities are that the urban/suburban areas of the present study arensintgige
enough (Livingston, MT population ~7,000), or are within the wrong landscape context
to support urban-warming. Although urban-heat-island effects have been well-
documented in high biomass ecosystems where human infrastructure replesethat
has a high capacity for evapotranspiration (i.e. Eastern and Midwestern c&n; r
findings suggest that urban-warming is either dampened or altogether absemi-arid
low-biomass systems like the grasslands of the present study-are#f @hdi02010).

The most likely explanation for the absence of a land use affect on SOS is socio-

ecological and related to the phenology of preferred urban and suburban vegetation.
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Intensively maintained lawns and landscaping are rare in the studyrdreacr
primarily across dispersed low-density residential settings as opmog&tthiin urban and
suburban settings. Often shading lawns in urban and suburban settings (and obscuring
them from the view of satellites) are a variety of ornamental native andative-
deciduous trees. Aslfri@xinusspp.) and MapleAcerspp.) make up the majority of the
urban forest canopy in Livingston, MT, according to urban forest statistics hpedblis
online by the city of Livingston
(http://www.livingstonmontana.org/living/urban_forest.html).

Across the study-area, residential tree-cover is generally assdevith housing
density with high-densities of each gradating to lower-densities. Theauersce of this
pattern is that the urban and suburban SOS signal (as measured by satdiiteha&ed
by common ornamental tree species that tend towards later leaf-out dapesexbto
surrounding native grasses (McGregor and Barkley 1986). If there is advesudl$
earlier SOS for non-native grass lawns within the study-area it is oddayimverstory
ornamental species. Further research using ground-based observationsdsmbetter
understand urban/suburban modifications (or lack thereof) to wildland SOS in the study
area. Similarly, future modification of SOS remains unknown as urban/suburban
vegetation dynamics will be shaped by the aesthetic and recreationalnpre$eoé future
residents (Buyantuyev and Wu 2012). It is interesting to note that there wasvenyy a
weak relationship between housing density and all of the LSP metrics including SOS
suggesting that how many homes per unit area may not be as important as how those

lands are managed.
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End of the Growing Seasobate-summer drying characterized by interactions

between low soil-moisture and high evaporative-demand, limits plant growth (EOS)
wildland grasslands within the present study-area (Chapter 2 this dissgriat the
most extreme levels of evaporative demand plant growth ceases even in thegpoésen
sufficient soil moisture (Jolly et al. 2005; Osonubi and Davies 1980; Tenhunen et al.
1982); however those conditions are rare to absent in the present study-ared. Instea
biophysical models suggested that plant growth continues when there is suftidient s
moisture even in the presence of high evaporative-demand (Chapter 2 this tisertat
Therefore, widespread irrigation of crops and residential landscapes prinadaedt
likely explanation for the observed delay in EOS under human land use. Irrigation
augments late-season soil-moisture and decouples plant growth from loeaéclim
regimes (Buyantuyev and Wu 2012). This land use effect was most pronounced in
agricultural areas where the proportion of irrigated land area is greatest

Water resources for irrigation of agricultural lands are limited and deglini
across the U.S. (Clemmens et al. 2008) as they are reallocated to other usaggincludi
residential. Up to 75% of residential water use is allocated to irrigatigerdial
landscapes in arid and semi-arid environments (Milesi et al. 2005). This nationaktrend i
also true of Southwestern Montana where some agricultural water-resoerbesar
reallocated from crops to residential and in-stream uses as exurban dev¢lgplaees
agricultural lands (Gosnell et al. 2007). While irrigation of agriculturgb€ray decline
in the future, residential expansion may offset this change, resulting larsaffiects on

landscape-scale EOS. This suggests that monitoring future land use change and
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associated patterns of irrigation is an important priority for the presentatedyWhile
satellite methods to monitor agricultural water-use are well-develdjeshkabail et al.
2009), only recently have they been developed for residential landscapes (Johnson and
Belitz 2012).

Peak Annual Greenness (MAX) and
Total Annual Productivity (INDVI) Peak annual growth rates (MAX) and total

annual productivity (INDVI) (together referred to here as “productivibyyvildland
grasslands in low-elevation settings of the present study-area arelgrooastrained by
lack of available water during times of year that are optimal for plamitg in other

ways (high solar radiation and temperature; Chapter 2 this dissertatgyiculfural land
use commonly exhibited higher productivity than predicted wildland conditions.
However, there was only limited evidence found for increases associateésiatntial
land uses (higher values in general, but many within common biophysical maads).e
Increased productivity on agricultural lands is likely due to densely plardpd that are
intensively management (fertilized and irrigated) (Buyantuyev and Wu 2069ff et

al. 2004). Within a broader geographic context, intensively-managed vegetation is not
limited to agricultural lands, but rather is motivated by socio-economics atiteae or
other preferences (recreational for example) for shaping vegetatioretdvamean needs
(Buyantuyev and Wu 2012; Gobster et al. 2007). Urban and suburban parks and golf
courses are not agricultural by land use type, but are associated with substasaes

in primary-productivity due to intensive management (Johnson and Belitz 2012; Milesi et

al. 2003). There is one golf course within the study-area covering three MOIRIS pix
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that also showed significant increases in grassland productivity but was ekirlude
the analysis because it provided only a single study-site. In arid and sém@egons of
the U.S. (Arizona and California) other studies have observed increases in primary
productivity as a result of land uses other than irrigated agriculture (Bugardng Wu
2012; Williams et al. 2005). Land use within the present study-area appears taitg shif
away from agricultural uses (Haggerty and Travis 2006); however this may not mean a
return to more natural levels of grassland productivity on private-lands. Simadéects
on EQOS, should residential areas expand and/or the socio-economic characaeristic
recreational preferences of new-residents change; land use modificagi@ssibind
productivity (other than agricultural) will also likely change. Cultural mgragesthetic
and recreational preferences and landscape change remains a sorely uaddogiiadi
that is highly relevant to land use modifications of grassland productivity (Buyev
and Wu 2012; Nassauer et al. 2009).

Spatial Heterogeneity of Land
Surface Phenology Under Land Use

The location and nature of land use within the study-area has modified spatial and
temporal patterns of LSP; with the principle outcome being greater hetetygenei
grassland phenology and productivity on private-lands and less contrast between public
and private-lands. Biophysical controls on LSP operate at a coarsd-spatapanel A
of Figures 3.3-3.6), while human activity can relax those controls and operates-at fine
spatial scales (panel B of Figures 3.3-3.6) (Williams et al. 2008). Unt#amd

conditions within the study-area, grassland productivity generallyaseseas you move
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from low- to middle-elevation and then declines at the highest elevations (Chaipier
dissertation). Under land use, this pattern changes so that some of the most productive
grasslands are found at lower-elevations and immediately adjacent teplmaectivity
wildland and undeveloped grasslands. Stated another way, the full spectrum of wildland
grassland productivity within the study-area is now represented on privatedtzahers

mixed land uses. To the extent that migratory ungulates respond to studyesrea w
hetergenous patterns of grassland productivity, they may also respond tacdileer-s

heterogeneity associated with human-activity.

Implications for Management and Conservation

Land use change is of local concern within the GYE (Gude et al. 2007; Parmenter
et al. 2003); however rates of change are slow relative to other national parks around the
country (Davis and Hansen 2011; Piekielek and Haaseeptefl Land area dedicated
to agricultural uses in the GYE is in decline while area dedicated to nara&xairban
uses are on the rise (Parmenter et al. 2003). Site-selection for newly dedshames
has implications for wildlife habitat conservation and human demograghidstand
socio-economic factors that appear to explain home-location choice in the GYE are not
encouraging for future conservation efforts (Petersen et al. 2008). Futuipareiamd
use change is expected to occur disproportionately within riparian areas, bisitgliver
hot spots and grasslands (among other habitat types) (Gude et al. 2007). Based on the
results of the present study, when grasslands are replaced by exurbaprdenéwe
should expect the growing season to be lengthened and possibly for productivity to

increase. We should also expect spatial heterogeneity in late gre@isgnsconditions
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to increase at low-elevations and decrease across larger spdéal $the impacts of
exurban uses on landscape-scale vegetation phenology and productivity will likely
increase in the future along with land use intensification. The specific isnwdlc
depend on whether exurban development replaces undeveloped or other (agricultural for
example) land uses, and the preferences of future residents.

Seasonal use of private-lands north of YNP (within the study-area) by omgrat
elk and concerns about the privatization of wildlife could be exacerbated (or improved)
by future land use change. In general, elk are recognized to readily agegitan
strategies to take advantage of forage resources and refuge fronoqsredavided by
human development (Geist 1982; Kloppers et al. 2005; Mckenzie 2001; Thompson and
Henderson 1992). Within the small community of Mammoth, WY, elk are noted to have
already habituated to regular human activity (Cassirer et al. 1992); and dumnteg wi
months at lower-elevations, they appear to prefer private-lands of lowetereda
densities and higher-productivity over adjacent wildland areas (Proféitt 2011).
Residential land use change and associated changes in habitat seleetionawe been
documented throughout western North America including: The Hualapai Mountains of
Arizona (Tucker et al. 2004), Estes Park, Colorado (Berris 1987; Lubow et al. 2002);
southwestern Colorado (Wait and McNally 2004), Alberta, Canada (Hebblewhite et al
2006; Mckenzie et al. 2005), and western Montana (Burcham et al. 1999; Thompson and
Henderson 1998). Should some (or most) YNP elk abandon their seasonal migration back
to public lands there are several possible ecological consequences remmginglétively

mild to more severe. More elk on private-lands for longer periods of time would almost
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certainly mean more conflict with land owners, pets, and drivers on roadwakdlesga
of whether wildlife-viewing is valued by residents or not. Conflicts coulltosa level
that places a strain on resources that are dedicated to management of lwifdbiie-
conflicts as has happened in many locales in southwestern MT with high populations of
urban and suburban deer (Krausman et al. 2009). More elk on private-lands for longer
periods of time would also increase the risk of disease transmissions to domestic
livestock, which is already of high concern. Finally, if elk numbers increasevatesr
lands in concert with decreasing numbers within YNP, it is possible that sgtecial
predators like wolvesGanis lupu¥ may adapt their patterns of space use along with their
primary prey. Wolves are thought to be adaptive to “modest levels” of human disturbance
which could be interpreted as exurban environments (Weaver et al. 1996). A ohriet
large carnivores have followed their prey into human-settiements in the Rockyauhsunt
U.S. and around the world with less-than-desirable consequences for both human
residents and carnivores (Ogutu et al. 2005, 2009; Baron 2004). This last possibility may
represent a worst-case future-scenario that would seriously comeribriability of
wildlife and park managers to ensure the protection of two iconic Yellowstonespec
elk and wolves.

Many of the management concerns surrounding other ungulate species in
expanding exurban environments are similar to those surrounding elk. White-tailed dee
are recognized to thrive in urban to exurban environments where they are afforded day
time cover (Swihart et al. 1995) and access to the high-quality forage ofjeddaans

and other residential landscaping (DeNicola et al. 2000). A number of studies document
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higher survival rates for urban and exurban white-tailed deer than for rural ahehabil
populations (Etter et al. 2002; Storm et al. 2007). Mortality in urbanizing environreents i
primarily associated with vehicle collisions rather than hunting or stanvgEtter et al.
2002). In addition to the nutritional content of exurban forage, the present study adds the
timing of forage availability (extended growing season as a resultgdtion) as an
important aspect of human modification of ungulate habitats. In the absence ofdrrigate
residential and agricultural landscapes, ungulates may be forced to look eéstwhe
green forage during late-summer and fall months.

For species other than ungulates the impact of urbanizing landscapes ®sllless w
developed. As a result, the expected future impacts of land use change aradesssoci
modification of grassland productivity is less clear. Other studies suggesttsipa
higher-productivity (riparian deciduous forest for example) on private-landsuswling
YNP are hotspots for birds (Hansen and Rotella 2002); and increased vegetation
productivity as a result of land use has been associated with increased birdsrichnes
other locales (Buyantuyev and Wu 2009). In this light, the artificial maintenance of
expanding urban and suburban forests on private lands within the study-area may provide
more habitat for native birds. However, human activity can also provide an avenue for
invasive species introductions that may jeopardize native species pers{gt@dhams et
al. 2008) and Gude et al. (2007) suggest that human development of bird hotspots in the
GYE would likely lead to increased risks of extinction for many native birds.

Many small mammals are herbivorous and rely on day-time cover much the same

way that ungulates do. Therefore, they may also benefit from lower-dexsidgmtial
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development and increases in the duration and magnitude of forage productivity
associated with human activity. However, many are also susceptible to @ndaati
domestic pets, principally cats (Bock et al. 2002); making the aggregated effec
increased forage availability and predation unclear. Moving up to the higheictrophi
levels of mesopredators, the impact of increased productivity associdtddmituse
change will likely be mediated by primary-consumers, tolerance adpnegators by
humans, and the adaptability of individual species to human activity.

It is expected that changes in coarse-scale patterns of vegetatiorogiearad
productivity have broad ecological consequences that cross trophic-levelsehatve
nature and timing of those consequences remain not well-understand (Buyantiiyev a

Wu 2012; Williams et al. 2005).
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CHAPTER 4

PATCH DYNAMICS OF GRASSLAND PHENOLOGY IN THE UPPER

YELLOWSTONE RIVER BASIN

Abstract

Patch-dynamics studies have historically focused on vegetation cover and
structure as a result of disturbance and succession over time-scales ob yesrades.
Examination of the size and spatial arrangement of distinct vegetatmrepdtas led to
improved understanding of a variety of spatially-complex ecological oekdtips
including meta-population dynamics. More recently, the importance of dsersa
timing of vegetation development (green-up, budburst etc.) and senescence (or leaf-drop
etc.) has garnered increased attention due to its ability to help to explaisecres’
distributions and life-history adaptations. This topic is especially wekidped for
mobile, large-bodied herbivores where the timing and spatial location of nutfii@age
is relevant to individual, population and species-level traits, behaviors andnshgbs.
Numerous studies are now using synoptic estimates (satellite derived fodices
example) of forage quantity and quality to demonstrate strong relationshipsietwee
herbivore space use and different stages of forage phenological development.ridioweve
missing from recent studies has been the application of a patch-dynarsjpsgtige that
spatially-aggregates areas of similar forage conditions through time toteepand
considers their timing and spatial arrangement. Development of the patmmidgrof

forage phenology compliments existing studies that consider the relaidretiveen
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forage phenology and herbivore presence, but not patterns of forage patches. We use
satellite-derived estimates of vegetation phenology to describe thedystamics of the
grazing system (i.e. grasslands) of the Northern Greater Yellowstosgdtem. The
patch-dynamics approach reveals that the heterogeneous environments of the
Yellowstone Plateau provides young nutritious green forage for herbivoraisnost
half of the year; which may provide a unique resource within the Northern Rocky
Mountains. In addition to improving our understanding of herbivore-forage relagsnshi
the patch-dynamics of vegetation phenology is also likely applicable to a bsogtgeof
species ecologies and ecological processes where the spatial aganhgeditiming of

vegetation development plays an important role.

Introduction

A central question in ecology seeks to understand the persistence, abundance and
movements of organisms in relation to resource heterogeneity in both space and time
(Jonzen et al. 2004; Mueller et al. 2011; Searle et al. 2010; Weins 1976). The concept of
patch-dynamics has been especially useful to this task and has led to improved
understanding of a variety of topics including: metapopulation dynamicsré&eiaare
and Possingham 2001; Hanski 1999); minimum dynamic areas for reserve design and
biodiversity conservation (Cromsigt et al. 2009; Pickett and Thompson 1978); and
conditional dispersal strategies (Bowler and Benton 2005). Patch-dyraightights the
importance of natural and anthropogenic disturbance and succession as drivers of

heterogeneity in vegetation cover and structure in ecosystems (Forman t88§;dtd
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White 1985). In combination with hierarchy theory, the patch-dynamics corsept a
provides a framework for linking landscape pattern to ecosystem processiplemult
spatial scales (Gillson 2004; Wu and Loucks 1995).

Patch-dynamics studies have historically been focused on vegetatiorandver
structure as a result of disturbance and succession over time-scalassdby#ecades
(Pickett and White 1985). For example, when a mature conifer forest burns iretiterGr
Yellowstone Ecosystem (GYE) the grasslands, shrublands and broad-leaf deciduous
forest that often occupy that patch post-fire provide habitat for a varietydhfe
species until conifer forest reestablishes (Gallant et al. 2003). Througlasoins (rather
than years) vegetation development (green-up, budburst etc.) and senesceate (or |
drop etc.) is also of known importance to organisms and can help to explain life-cycle
adaptations (Pettorreli et al. 2009). This topic is especially well-developéerbivores
where the seasonal development (i.e. phenology) of forage is relevant pacbeuse,
(Boone et al. 2006; Hebblewhite et al. 2008; Mueller et al. 2008), body-mass and
foraging strategies (Cromsigt et al. 2009; Mysterud et al. 2001; Wilmstuakt2000),
timing of parturition (Ryan et al. 2007) reproductive success and juvenile survival
(Pettorrelli et al. 2007) and population size (Andrea et al. 2008a, 2008b; Pettorrelli et al
2009; Wang et al. 2009) of a diversity of herbivores. Forage-phenology describes
seasonal changes in the quantity (i.e. biomass) and quality (i.e. nutrieritcont
especially nitrogen) of forage throughout the year. Forage quality ¢jgrierereases
with plant development as the proportion of plant material that is indigestible by

herbivores increases (Frank et al. 1998; Frank and McNaughton 1992; White 1983).
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There is a trade-off between consuming forage of high-quality in smalliggsiand
consuming lower-quality forage in larger quantities. Understanding thisaffan the
context of different feeding and digestive strategies has helped to explain herbivore
abundance, diversity and competition (Cromsigt et al. 2009; Pettorrelli et al. 2009;
Wilmshurst et al. 2000).

Prior forage-phenology studies have largely focused on the timing and
characteristics of areas that were actually used by herbivanes tiaan the spatial and
temporal patterns of forage patches. This choice highlights an assumptibarthabres
make optimal decisions in terms of their foraging behavior (MacArthur am#@066)
(although the unit of maximization remains debatable, Bergman et al. 2011) and that
spatial relationships (e.g. proximity, patch size etc.) are generathponiant. This
assumption goes untested without investigation of the landscape context @re. platt
patches available) within which space use takes place. A patch-dyrapprosich to
mapping forage-phenology would also likely offer insight to the ecological pesesd
relationships (many of which are related to climate) responsible formmtéforage
patches, (Cebrian et al. 2008; Mysterud et al. 2001; Post et al. 2008). In-so-doing,
investigation of the patch-dynamics of forage-phenology may also contrdbote
understanding of the impacts of climate change on herbivores (Pettoatli2805; Post
et al. 2008; Sharma et al. 2009; Turnen et al. 2009).

Vegetation-phenology and productivity were historically estimatduesplot
scale based on field measurements that were of limited temporal frequensyadial

coverage (Reeves et al. 2006). These datasets precluded a patch-dynamick #airoac
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requires estimating stages of phenological development at fine tempdeal aoa across
often broad spatial coverage. More recently, satellite estimateseathtieg-phenology
(the normalized-difference-vegetation-index, NDVI, in particular) hageer to be
quite useful for estimating forage-development and answering a vafigtyestions in
animal ecology (see Petorelli et al. 2011 for a review). For mobile-kdied
herbivores, there appears to be a strong relationship between NDVI, spgiardé
patterns of forage chemistry (i.e. quality) and the content of herbivoleriatier
(Christiansen and Creel 2009; Hamel et al. 2009; Showers et al. 2006). These results
suggest a strong link between seasonal forage development that can be observed
synoptically via satellite and animal behavior such as migration, foragmggies and
space use. In particular, this relationship has been observed to begin wheneldEndsr
approximately half of its annual amplitude in the spring for grasslands iG Yt
(Christiansen and Creel 2009).

In addition to the NDVI of forage, its rate of change during spring months also
appears to be an important factor mediating the relationship between herbivres
forage-phenology (Pettorelli et al. 2007). The rate of change is relateel tat¢ of
green-up (i.e. vegetation development and biomass accumulation). It thereforescontrol
access by herbivores to high-quality forage by limiting the time thagéaspends in
early stages of growth. Rapid green-up may “smooth-over” spatiabgetezity in the
timing of forage growth that is thought to be an important determinate of acdegh-
guality forage in mountain ecosystems (Mysterud et al. 2001; Pettorelli et @). 200

During gradual green-up for example, an herbivore may be able to make small upslope
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movements or movements to alternate aspects and remain in patches of feeaye in
stages of development. This is in contrast to rapid green-up conditions where mgvement
are longer or the duration of access to forage in early stages of development is
diminished. Collectively, the spatial location, timing of early stages afldpinent and
rate of NDVI change describe the patch-dynamics of forage-phenology.

To the author’s knowledge no prior study has mapped the patch-dynamics of
vegetation phenology. In addition to being relevant to herbivores, the timing andl spatia
location of vegetation development is also likely important to other specieggsoich
as to mediating the relationship between ground prey and their preda@ssgiKet al.

2010; Newbury et al. 2007) and for the diet selection of omnivores (Bojarska et al. 2012).
It may also be applicable to other ecological processes that are consagibuss the
spread of fire or disease.

The objectives of the current study are to develop methods to map the patch-
dynamics of vegetation phenology using the latest tools and methods. We demonstrate
the approach for grasslands of the GYE due to their importance to a varietyeef lar
bodied herbivores of high conservation and research interest. In lieu of formal Isgsothe
we present the following expectations for results based on current ecological
understanding of grassland phenology in the GYE.

Expected Results Based on
Current Ecological Understanding

The study-area is characterized by steep environmental gradients (irafdpogr

soils and climate) which are known to influence vegetation cover and phenology
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(Despain 1990). The Yellowstone River Valley is broadest in the northern most portion
of the study-area (Figure 4.1) and this is in stark contrast to the variabile &ela
incised headwater valleys of the Yellowstone Plateau (southern portions afdie st
area). Based on current ecological understanding we offer the followingatxmes for
the patch-dynamics of grasslands in the Upper Yellowstone River Basinastaly
Grasslands green-up earliest in low-elevation and northern portions of theastady
where patches are large and compact in shape as a result of relativeyehoms
biophysical conditions. Green-up of middle- and higher-elevation patches folidlwvs
the largest patches occurring in the Lamar Valley (the broadestalley of headwaters
areas) of YNP. By late summer, the only grassland patches leftyrstzges of
development are at higher elevations within YNP. Rates of grassland develapenent
positively related to elevation due to climatic limitations to growtpased by shorter

growing season length.

Methods

Study Area

The study-area encompasses the northern-most portion of the GYE and is
bounded by the Upper Yellowstone River Basin including portions of Yellowstone
National Park (YNP) and adjacent private lands (Figure 4.1). Grassland<G e
support the last remaining long-distance migratory herds of ungulateslawere48
states (Berger 2004; White et al. 2009). Grasslands are patchily distrdmutess steep

environmental gradients. There is a positive relationship between elevation and
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precipitation in the study-area and negative relationship between elevation and
temperature. The highest-elevations receive much of their precipitatioovased
continuous snow-cover is common for up to approximately 250-days per year. Summer
precipitation is light throughout the study-area. This is especially triosve¢levations
where late-summer drying limits vegetation-productivity (Chapter Ziikgertation).
See chapters 2 and 3 of this dissertation for a more detailed description of thaastudy-a

including grassland species, land use and climate.

Overview of Methods to Identify Natural Grasslands

Details of methods to identify natural grasslands in this ecosystenvareigi
Chapter 2 of this dissertation. In summary, grass and/or sagebrush land catbe(tog
referred to here as “grasslands”) on both public and undeveloped private lands were
identified using a variety of spatially-explicit data layers. Geagtd that provide
substantial grazing resources for both wildlife and domestic livestoekinguded in

the analysis.

Summary of Methods to Identify Forage-phenology

The present study used NDVI data from the MODIS AQUA (MYD13Q1) and
TERRA (MOD13Q1) sensors in order to produce maps at the finest spatial and temporal
scales possible using standard MODIS products. MODIS AQUA and TERRA data
production is staggered in time (16-day intervals) to enable the generatidasstda
with 8-day return. In contrast to MODIS TERRA data products used in Chapter 2 that

began in year 2000; MODIS AQUA data became available beginning Jarii2Q08.
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As such, data in the present study described NDVI at 250-meter spatialioesfmut

each 8-day period from January; 2003 to December 3120009.

& Montana

R

Idaho

Wyoming

[ NATURAL GRASSLANDS
[] sTUuDY PANELS
—— YELLOWSTONE RIVER

ELEVATION (M)
Bl 1.282-1,750

Bl 1,750.1 - 2,500
[ 2,500.1- 3,430

Figure 4.1. The location of natural grassland cover within the study-ardéacatidn of
study panels.

Time-series of grassland NDVI were used as input to statistical smgothi
techniques (TIMESAT, Jonsson and Eklund 2002, 2004) in order to identify the start of
the growing season on a pixel-by-pixel basis (details of these metteds/en in
Chapter 2 of this dissertation). In summary, methods identified the ordinal deg/ ydar

when smoothed and gap-filled NDVI surpassed 50% of its annual amplitude astthe star
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of the grassland growing season. Over winter NDVI is of little relevaneddlife
(Pettorelli et al. 2009; Mueller et al. 2011) and field-study in the GYE conthiatghe
50% of annual amplitude level marks the beginning of strong relationships between
spring NDVI and migratory herbivore fecal chlorophyll content (ChristianadrCaeel
2009). Increasing NDVI values are associated with early and middles sthgegetation
development whereas decreasing values are associated with send2eewnes €t al.
2006). We identified the time-periods for which NDVI was increasing from 50% of
annual amplitude to peak greenness as most relevant to a broad selection of herbivores

different body sizes and requirements for forage quality and quantity.

Rate of Grassland Development

In addition to the timing of green grassland presence; we also charattteriaee
of vegetation development. The rate of development considers both annual change in
NDVI (i.e. magnitude of MAX values) and the amount of time required to transition from
background to maximum values with a focus on the steepest portion of the annual NDVI
curve (i.e. the portion of the NDVI curve that typically spans the 50% level ahdlesc
transitional periods near 0 and 100% of annual amplitude which are of more shallow
slope). Rate of grassland development was identified for each pixel as tige aha
NDVI from 20% to 80% levels divided by the amount of time required for this tiamsit
to take place on a year by year basis. This is equivalent to the firsttdexiof what is
typically the steepest part of the increasing portion of an annual NDVé c

Since each patch was made up of multiple pixels, a set of methods to determine

the rate of NDVI change for each patch was also required. First, the cemigletution
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of NDVI rates of change across the study-area was examined foresacéng four
classes were identified as the quartiles of each annual distribution scetbiviest
developing 25% of pixels were members of class 1 while pixels in the fgsi@eshg
25% were members of class 4. Classes representing different rateglopdeent were
incorporated into patches as the majority rate of development class réguidsgpixels

in each patch.

Mapping Patches and Pattern

Forage patches were identified by aggregating pixels that simultaneously
exhibited increasing NDVI values at each time-step (8-days). Spa@iedgation was
performed according the following set of rules: 1) Pixels within 250moétene another
(including on the diagonal) were considered to be part of the same patch; 2) Rastshes
than 5 pixels large were not considered; and 3) Holes in patches smaller thas 5 pixe
were incorporated into patches, while holes in patches that were larger thals Svpiee
preserved. Patch area was calculated in ArcGIS by creating a polygorréan input
raster datasets using the above rule-set for aggregating pixels and déalingles in
patches.

Results included maps of forage patches of different rates of development for
each 8-day interval from 2003 to 2009. For the sake of presentation and understanding
spatial pattern, we present results for each of six study-panels in tireastad Figure

4.1).
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Evaluating Results

In order to evaluate the success of our methods, we qualitatively compare result
to current ecological understanding of grassland phenology and migratbiyone
space use in this ecosystem. ‘Current ecological understanding’ is déscuise
introduction as the expected pattern of results. We also compare results to the known

space-use of the Northern Yellowstone elk herd as described in White et al. (2010).

Results

Summary of Results

Results exhibit spatial and temporal patterns that are consistent wihtcurr
ecological understanding of grassland phenology and space use of migratoryesrgulat
the study-area. Spring green-up progresses from north to south (panels 1 to 6) and
upslope in the study-area. Low-elevation grasslands (up to roughly 1,750 megens) g
up in April, are organized into large contiguous patches of low and moderate rates of
green-up and have reached peak greenness by July. Middle-elevatitangsag®ughly
1,750 to 2,500 meters) begin growth in May, are organized primarily into small and
medium sized patches and green-up more quickly than lower elevations. Athttest hig
elevations (above 2,500 meters) grasslands largely green-up very quidihe, are

organized into small patches and reach peak-greenness by July.

Spring Green-up

The grassland growing season begins earliest in study panel 1 and low-elevation

valleys of panels 2, 3 and 4. Locations where growth starts early also haverstes®f
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development (Figure 4.2 and Table 4.1). The start of the growing season gradually
progresses upslope and southward (study-panels 2 — 6) throughout the spring (Figure
4.2), reaching middle-elevations by mid- to late-May and the highest-elesdty early-
to mid-June (Figures 4.2). There is a positive relationship between the timiadyof e

growth and the rate at which grasslands develop.

Landscape Pattern of Green Grassland Patches

In northern study-panels and lower-elevations grassland patches grtafgi|
homogeneous and compact in shape (Figure 4.2 panels A and B, Table 4.1). Middle-
elevations and valley settings in the southern portion of the study-area can also conta
large contiguous patches, however they tend to be more linear and of greater shape
complexity (Figure 4.2 panels B and C, Table 4.1). High-elevation patches ahg mos

small in size and widely dispersed throughout study-panels 4, 5 and 6.
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RATE OF GREEN-UP
I cCLASS 1
CLASS 2
CLASS 3
Bl cCLASS 4

Figure 4.2. Typical pattern of spring green-up by rate of green-up classuayegpanel.
A) April 15™ B) May 17" C) June 2 D) July 4"; (see Figure 4.1 for elevation classes
shown with background shaded relief and location of study panels).
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Table 4.1. Distribution of patch sizes by study panel throughout a typical yegis X-a
shows size classes in hectares and Y-axis frequency.
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Discussion

The present methods capture seasonal and interannual variation in patterns of
grassland patches in the GYE and match well current ecological undargtahgreen-
up and herbivore space use. The present methods could be easily modified to map the
patch-dynamics of vegetation phenology with a focus on other species arspéugic
requirements for seasonal vegetation development or other ecological processes of
interest.

Patterns of Grasslands Patches
Relative to Herbivore Space Use

The following discussion summarizes growing season space use that would likely
maximize exposure to large grassland patches of early to middle statgslopment in
a typical year without resorting to long-distance movements. The followinggaisces
areas currently under active human land use and any human influence on animal
movements: March and April would be spent capitalizing on large patches of early
growth that develops slowly in the low-elevations of study-panels 1, 2 and 3 (i.e. the
Paradise Valley, see Figure 4.1 for location); late-April into May woegdgsadual
movement southward and/or upslope tracking medium-sized patches as they begin to
green-up; May into June would be spent on the large grassland patches of studg;panels
5 and 6; and July and August would be spent at the highest-elevations in the-western
portions of study-panels 5 and 6 where the last remaining grassland patchiesine

early to middle stages of development.
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This pattern matches the actual present-day movements of Northern Yellowstone
elk that spent winters outside of YNP as described in White et al. (2010); with the
exception that some of these animals migrated to summer range west et pr
study-area.

It is interesting to note that within YNP borders (see Figure 4.1 for logahiere
are grassland patches of at least moderate number and size thdytsgnicain in early
to middle stages of growth for approximately five months of the year (mprd+#rough
August, results not shown for August). This pattern of forage-phenology may be unique
in a broader geographic context and contribute to the diversity and abundange-of lar
bodied herbivores found in this ecosystem. It also may help to explaingdasorsl
migration strategy and how this might change in the absence of human intervesdgion (s
White et al. 2010 for a discussion of migration timing and human hunting pressure). In
other parts of North America that support large-bodied herbivores, lower-elevh@bns
provide early-season growth (and often winter range) have in many casesdveloped
for human use while parks and preserves protect high-elevations that have a shorter
grassland growing season. YNP on the other hand preserves grasslandsrsity dive
biophysical settings ranging in elevation, aspect, landscape position angesistythat
forage in early to middle stages of development is available for snasehalf of the
calendar year. Comparing this duration of time to other protected-a@asi@ounding
ecosystems that support (and have lost) large-bodied herbivores could provide insight to
the broad-scale patterns of forage availability that are required ofdacied

herbivores.
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Applicability to Other Species

We also see potential for application of the present methods to a broader set of
species that rely on seasonal vegetation development to meet other than fo@e resour
needs. For example, grasslands provide cover-habitat and seasonal protection from
predators for some species. In a study of raccBoocfon loto) foraging behavior in
grasslands where ground-nesting birds and their eggs represent a food résawbeey
and Nelson (2007) found that raccoons did not search grasslands for nests during the
nesting season despite being known nest-predators. This result suggests théhthe nes
season is well-timed so that grasses have developed to the point of providirigreuffi
cover habitat from nest-predators so that predator foraging strategiesidcl undg
searches for nests. The evolution of loop migration of marsh hawks in Africa and
southern Europe provides another example of how predator foraging strategies ma
related to grassland development (Klassen et al. 2009). Many species relgemngbul
resources (often related to vegetation productivity in terrestrial ecos)ster survival
and their life-history strategies are well-coordinated with the timmagspatial location
of seasonal (and episodic) resource pulses (Yang et al. 2010). We suggest that
explorations of the spatial and temporal patterns of vegetation-productwitghed-light
on a wide-variety of ecological relationships in addition to further developing of our

understanding of forage-phenology and herbivore space use.
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Limitations and Recommendations
for Future Applications

There remain a number of important limitations to the current methods and
datasets on which they rely. Perhaps most importantly, a 250-meter spatigiorsoid
8-day return interval clearly limits application to species that make habl&ctions at
fine spatial and temporal scales. Application may also be limited for speuise
habitats do not undergo seasonal changes in vegetation as observed by sateliées or w
vegetation fluctuates at shorter than weekly timescales. Vegetation ih dese
environments is known to respond over very short time-scales to precipitation events and
this response may be missed by an 8-day satellite return interval. With the
aforementioned limitations in mind, we present the following charadtsrist studies
for which the present methods are likely most applicable:

1. The habitat of interest is patchily distributed; seasonally-dynamidssgdatial
and temporal distributions have implications for species or processes oftinteres
2. Vegetation-productivity of habitat patches is organized at moderatelsatia
greater than weekly-temporal scales.
3. The relationship between vegetation-productivity and the species of ingerest i

more important for the growing season than for non-growth portions of the year.
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CHAPTER 5

CONCLUSIONS AND FUTURE RESEARCH

Direction for Future Research

There remain a number of outstanding and underdeveloped research topics
relevant to the present dissertation’s results. First, although we idémtifiderate-scale
climate correlates of grassland phenology we also document what appearwitctiag
of climate-drivers across the study-area and methodological limitati@hstinguishing
the relative contributions of climate drivers that vary together throughout s€aspns
photoperiod and temperature). Future research could include field experiments or
controlled laboratory studies, the results of which should continue to improve
understanding of climate-phenology relationships. Future research couldchlsteithe
generation and local testing of interpolated of climate data. Althoutgihgélse accuracy
of these datasets has been extensive elsewhere; accuracy within¢hé giteb/-area is
largely unknown and was a potential source of error in phenology models. These research
activities would inform and greatly improve landscape-scale modelasdglgnd
phenology that are necessary in order to predict the likely ecolodieelsbdf climate
change.

Second, the detection of statistically significant land use effectbmited by
the accuracy of biophysical models (see above research needs), butthissttial

resolution of remote-sensing data and the fine-scaled pattern of land use. At phesent
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is not a single satellite platform that possesses both the spatial and teegpucaian
required to more accurately depict land use effects on phenology (although data-fus
methods that may meet requirements have been proposed, see Gao et al. 2006). Future
research that capitalizes either on new satellite platforms, or testspheability of
data-fusion methods will likely be better able to detect the fine-scdksttbf
residential development (in contrast to more coarse-scaled agricultedkdffat
appeared to be adequately captured in the present study). Related to thaxjeben
change (i.e. human activity) discussed in the present dissertation éggdeci
residential land use classes such as exurban that are projected to indreashev
study-area) are speculative and would benefit greatly from sociakedi@restigations
of actual landscape maintenance practices of local residents as welhasrvan and
motivation for maintenance practices. This could include recruitment of volunteers to
keep diaries of residential landscaping activities (i.e. modificatmtiset physical and
biological environment of grasslands under human land use). If this were done in
conjunction with remote sensing investigations at finer-spatial and —tehsgates
results would likely provide compelling evidence of the mechanisms byhwdmd use
and human-activity affect broad-scale patterns of phenology. Land usts effiec
phenology remains understudied and in need of development on several fronts (both
social and natural science investigations).

Finally, there are a host of unanswered questions related to the rolestdrgptas
phenology in determining migratory ungulate movement and space use. Migratory

ungulates in the GYE are intensively studied, the technology and datasets have been
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collected and this kind of analysis has already been performed with othersspedi
populations around the world; and yet it remains an outstanding research question within
the GYE. Elk especially, due to management concerns surrounding this specres) se
be a prime candidate for analyses of movement-patterns relative to natural amd hum
modified grassland phenology and productivity. The major challenge here appears to be
assembling a research team with knowledge of animal behavioral ecologss &o
wildlife relocation data and expertise in the use of remote sensingtdatadespatial

analyses techniques.

Conclusions

Results presented in this dissertation highlight the utility of new datasd
statistical methods for discovering climate-phenology relationships, lareffasts on
phenology and the patch-dynamics of green forage across landscapese$uksare
relevant to a variety of conservation and management concerns related tcelahdnge
surrounding Yellowstone National Park and migratory ungulate space use.

Within the GYE, solar radiation (loosely interpreted as photoperiod) appears to
impose an outer-envelope on the timing of grassland phenology. Within this envelope,
phenology is controlled by seasonal variation in water-availability, evapedgmand
and temperature (Chapter 2). This was largely consistent with hypotresesarrent
ecological understanding that has been developed by other studies. Howevealsthere
appeared to be a switch in climate-drivers across environment gradiertsgbates

further research attention and would help to anticipate the effects of futnetecl
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change. Other studies have noted the difficulty in developing single models of
phenology-climate relationships across diverse biophysical settings.

All land uses within the study-area extended the grassland growing seasen to lat
in the year as compared to predicted wildland conditions (Chapter 3). The likelyomode
change is irrigation of agricultural crops and residential landscapesulgre also
boosted two measures of grassland productivity: peak annual greenness aaté®sfim
total annual productivity. This is likely due to irrigation and densely planted draps t
grow rapidly. Interestingly, we did not detect a land use effect on the timihg efart
of the growing season which has been extensively documented in other studies. The
spatial pattern of grassland productivity was modified under human land use so that the
full gradient of spatial and temporal variation in grassland productivityat¢he study-
area is now represented on private lands (as opposed to across the steep environmental
gradients represented across the entire study-area). The potentigicatahoplications
of altered grassland productivity include attraction of migratory ungu(ated their
predators) to human-settlements and agricultural areas. During figtdinithhe middle
of the summer of 2012, an elk herd of approximately 40 individuals was observed to be
feeding on hay and alfalfa fields in the Paradise Valley that werelinstages of second
growth (i.e. within weeks of first hay cutting). This is of note because mpsttexvould
expect elk to be frequenting higher-elevation meadows where forageeshmaiearly
stages of growth and not in low-elevation settings where most wildlasslgnds had

already senesced. Should Yellowstone elk modify their behavior to include mak use
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private lands as has happened elsewhere in the Rocky Mountains; it will @réssttof
conservation and management challenges for wildlife and land managers.

New data and methods now allow for the mapping of spatial and temporal
patterns of seasonally-productive grassland habitat patches in ways tHaturegat
ecological understanding. Spatial and temporal patterns of green forages ftchme
the basis for understanding contemporary ungulate population dynamics, movement and
space use. To the extent to which climate drives forage phenology and patchedynam
it also provides an entry-point to understanding the likely effects of expected fut

climate change on migratory ungulates in the GYE.
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