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5  Abiotic factors

ANDREW HANSEN AND JAY ROTELLA

The western edge of Yellowstone National Park (YNP) is one of North
America’s most striking borders between a natural landscape and a
human-altered one. Within YNP, vast stands of centuries-old coniferous
forest are broken only by paths of recent wildfires. Outside the park,
numerous clearcuts fragment what forest remains. Yellowstone’s old-
growth forests and wildfire patches are rich in structural complexity, with
many canopy layers, tree sizes, and/or abundant snags. West of the park,
structural complexity has been greatly reduced by clearcutting and fire
suppression. Most modern ecologists would predict that the structural
complexity in YNP supports a diverse community of animals and plants,
while fewer native species are expected to occur in the human-impacted
lands outside of the park. Science, however, is full of surprises.

When we sampled the bird community in this area, we found as
expected that individual bird species differed in abundance among natural
old-growth forests, wildfire patches, and clearcuts. However, bird species
richness and total bird abundance did not differ among these stand types
(Hansen and Harting, in prep). Moreover, bird density was low in all three
stand types; only about 25% of what we had found in similar stands in
western Oregon. Why is bird richness not strongly related to structural
complexity in this landscape and bird abundance low compared with other
biomes?

Nineteenth-century ecologists would likely not have been surprised at
our observations in Yellowstone. They might have suggested that abiotic
factors like topography, climate, and soil can exert a stronger influence on
species than structural complexity. While many modern ecologists have
focused on the important relationships between natural disturbance,
structural complexity, and species diversity (Chapter 4), classical ecolo-
gists looked more towards the role of abiotic factors in controlling com-
munities. Early biogeographers like Merriam (1894) were struck by how
well the distributions of broad vegetation classes correlated with altitude,
and referred to elevational bands as ‘life zones’. Clements (1936) and
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Holdridge (1967) formalized these ideas into a classification system to
predict biome type based on climate alone. By the mid 1900s, vegetation
ecologists such as Whittaker (1956, 1960) and Daubenmire (1956, 1968)
had quantified the strong influence of soils, climate, and topography on
the spatial patterns of abundance of individual plant species. More
recently, a few vertebrate ecologists have become interested in abiotic
factors. Currie (1991), for example, found that climate variables explained
over 9o% of the variation in vertebrate species richness across North
America.

Currie’s findings, and the availability of new tools to measure climate,
topography, and soils, have generated a resurgence of interest in how
abiotic factors affect organisms. We suggest in this chapter that modern
concepts of patch dynamics, species diversity, and forest management
can be enriched by integration of traditional thinking on abiotic factors.
In analogy to the theater, a landscape may be viewed as a biophysical
stage and organisms as the actors (Harris et al. 1996). The drama of the
interactions among ecological processes and organisms reflects the
setting or spatial patterning of the biophysical stage. While ecologists
have learned much about abiotic effects on the distribution of plant
species, similar studies are needed on animals. Both plant and animal
ecologists will benefit from a better understanding the interactions
between abiotic factors, ecological processes like disturbance, and com-
munity characteristics like species diversity. Most pressing of all is the
need to incorporate thinking about abiotic and biotic interactions into
ecosystem management and conservation. In this chapter we explore
how the changing stage of climate, topography, and soils influences eco-
logical processes like disturbance and energy flow and the consequences
for biodiversity.

We first examine how abiotic factors (e.g., climate, topography, solil,
substrate, and water) influence organisms directly as components of
species’ niches, and indirectly by modifying ecological processes. Next,
we consider how abiotic factors interact with disturbance, vegetation
structure, and primary productivity to cause spatial variation in habitat
suitability across landscapes. The influence of this spatial heterogeneity
on species abundance, demography and richness is considered next.
Implications for management are then drawn out, with an emphasis on
how human land use has been arrayed along abiotic gradients relative to
the spatial patterning of biodiversity. The aspects of biodiversity we
emphasize here are the demography and abundance of individual species
and the richness and total abundance of species in the community. All

Abiotic factors 163

these ideas are illustrated in a concluding section on the Greater
Yellowstone Ecosystem.

Returningto the birds of Yellowstone, itis likely that the high elevations
and harsh winters along the western boundary of YNP cause energy to limit
bird abundance and diversity in both clearcuts and in structurally complex
old-growth stands. ‘Hot spots’ for birds are mostly found at lower eleva-
tions outside of YNP (Hansen et al. in press), where longer growing
seasons and better soils allow higher levels of primary productivity and
greater energy availability. Many of the hot spots are on private lands, and
cooperative management across land ownerships offers promise for
maintaining native biodiversity across greater ecosystems like
Yellowstone.

Inreading this chapter, youwill become aware that simple explanations
for biodiversity are elusive. Abiotic and biotic factors often interact in
complex ways, and analyses that consider both will likely be the most
revealing. Many of the hypotheses on abiotic factors and biodiversity men-
tioned here have not yet been well tested. Yet, these concepts offer bright
new opportunities for understanding, and managing biodiversity.

Abiotic limits on organisms

How might abiotic factors influence an organism such as an annual
plant or a small mammal? Climate, topography, and soils may be
resources or conditions (e.g., Begon et al. 1990) thataffect the fitness of an
organism. They also may drive other components of the ecosystem such as
vegetation structure or primary productivity, which, in turn, bear on the
organism.

Hutchinson (1957) used the term ‘niche’ to describe the range of abiotic
and biotic conditions and resources required by an organism for survival,
growth, and reproduction. The niche of most organisms includes many
dimensions or axes, each of which is defined by a limiting abiotic or biotic
factor. The niche of a salamander, for example, may include an ambient
temperature axis which limits metabolic rates, a humidity axis which
influences body moisture, and avegetation structure axis which influences
predator avoidance. Rates of growth and reproduction for an organism
vary along a niche axis, generally peaking at some intermediate level
within the range where survival is possible. Members of a species have
similar niche requirements. Consequently, a species is most likely to be
present at those places in a landscape that contain the appropriate suite of



164 ANDREW HANSEN AND JAY ROTELLA

niche attributes, and the abundance of the species is likely to peak where
values for the niche dimensions allow maximum rates of growth and
reproduction. To the extent that abiotic and biotic limiting factors vary
across a landscape, we expect survival, reproduction, and abundance of a
species to vary accordingly.

DIRECT EFFECTS OF ABIOTIC FACTORS ON ORGANISMS

You could observe direct effects of abiotic factors on organisms by
walking along a transect from a valley bottom to a mountain top. Notice
how elements of topography such as elevation, slope, aspect, and slope
position change along the transect. These topographic changes influence
climate and soils. Mean annual temperature generally decreases with ele-
vation, while precipitation increases. Soils on valley bottoms and toe
slopes are often deeper, contain more organic matter, and have higher
water-holding capacity than those on mid-slopes and ridge tops.

Plants respond strongly, of course, to these gradients in climate and soil
(Daubenmire 1956, 1968; Hack and Goodlet 1960). Rates of plant photo-
synthesis and growth, for example, vary with ambient temperature,
radiant energy, and soil moisture (Begon et al. 1990). Thus, the distribu-
tions of plant species vary with elevation such that each reaches maximum
abundance at particular elevational and topographic settings (Whittaker
1956, 1960). Notice the very strong effects of abiotic factors on plants at
mountain tree-line, above which lethal temperatures, water stress, and/or
physical damage by storms prevent tree growth (Slatyer and Noble 19g2).

Even though animals are often more mobile than plants, they are still
constrained by abiotic factors. Poikilotherms are unable to regulate body
temperature via metabolism and are therefore limited by ambient temper-
atures. Thus, invertebrates, amphibians, and reptiles are often less
common at higher elevations and northerly latitudes. Even homeotherms
like mammals may die from hypothermia in extreme climates
(Coughenour and Singer 1996). The structure and nutrient status of soils
also influences some animals (Robinson and Bolen 1989). Burrowing
animals are often found where soil texture has sufficient sand content to
permit digging but not so much sand as to allow burrow collapse. Many
ungulates are attracted to ‘salt licks’, places where essential minerals are
concentrated in exposed soils. Also, some animal species specialize on
rock outcroppings, which provide protection from predators (e.g., pikas,
Ochotona spp.), or hot, dry microclimates (e.g., reptiles). As you walk to the
mountain top, your rapid breathing is evidence of how topography may
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Fig. 5.1. Proposed relationship between NPP and temperature (A) or precipitation (B) fitted to
the original data (open circles), with supplemental data (closed circles) from the International
Biological Program. (From Waring and Schlesinger 1985.)

constrain organism movement. Some species cannot negotiate steep
slopes and are restricted to valley bottoms. Others may orient their move-
ments along ridge tops or through mountain passes. Beyond these direct
effects, abiotic factors may limit organisms indirectly by altering ecologi-
cal processes like energy flow and disturbance rates.

PRIMARY PRODUCTIVITY

Green plants fix energy from sunlight, of course, and fuel the food
chain. Rates of net primary productivity (NPP) by green plants set con-
straints on secondary production by herbivores, tertiary production by
Predators, and rates of decomposition by detritovores. NPP is affected by
climate, soil, and topography and consequently varies over the landscape
(Waring and Schlesinger 1985) (Figure 5.1). For example, slopes with
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aspects facing the sun experience relatively higher levels of solar radiation
and evapotranspiration than aspects shaded from the sun, often reducing
NPP. Even relatively subtle differences in soil depth and drainage within a
forest can create observable differences in forest biomass (Perry 1994).

How might NPP influence species abundance and diversity? Many
studies have found that species richness is positively associated with NPP
(see Huston 1994, Rosenzweig 1995). Higher levels of NPP are thought to
allow rare species to achieve larger population sizes and a reduced chance
of extinction (Abrams 1995). Hence, more species are able to persist in
energy-rich environments (Currie 1991, Kerr and Packer 1997). However,
species diversity is sometimes reduced where NDPP is very high, possibly
because a few species are able to out-compete others and dominate under
these conditions (Huston 1994). Thus, a landscape that is patchy in
climate, soils and topography is likely to also be patchy in plant growth
rates and in the spatial distribution of species abundances and species
richness.

VEGETATION STRUCTURE AND DISTURBANCE

We opened the chapter suggesting that many ecologists would
expect structurally complex forests in YNP to be relatively high in species
abundance and diversity. Studies from many forest ecosystems have found
that the abundance of some organisms and richness is positively corre-
lated with the diversity of vegetative architecture within stands and with
variation in vegetation structure across landscapes (Chapter 4). Elements
of vegetation structure such as canopy layers, tree density, or snag density
are important axes in the habitat niches of many species (James 1971).
Thus, the abundance of individual species and species richness should be
highest in forests with high structural complexity because of the variety of
niches represented there (Urban and Smith 1989). The same idea also
holds at the landscape scale. Landscapes that have a greater variety of
stand types, sizes, and shapes generally support more species than more
homogeneous landscapes. Hence, managers striving to maintain viable
populations of many native species often attempt to maintain or restore
structural complexity at the stand and landscape levels (Hunter 1990,
Hansenetal. 1991). Even here, however, abiotic factors cannot be ignored,
because they influence the plant growth rates that build vegetation struc-
ture and the expression of ecological disturbance that, in turn, destroys
and/or transforms vegetation structure.

One way that abiotic factors affect vegetation structure is by constrain-
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ing NPP. As plants are the fundamental building blocks of vegetation
structure, the rate of plant growth sets an upper limit on the rate of
biomass accumulation in a forest. Sites with favorable climate and soils
and high NPP can build vegetation structure faster than harsher sites.
Vegetation also alters microclimate, soil, and nutrients (Begon etal. 1990).
Thus there are strong feedbacks between abiotic factors and vegetation.

Another way that abiotic factors can drive vegetation structure is by
influencing ecological disturbance. Disturbances such as fire, windthrow,
and landslides tend to destroy, transform, or transportelements of vegeta-
tion structure. Wildfire, for example, may destroy live tree biomass by con-
verting it to inorganic materials in ash and smoke or transform it into
coarse woody debris. Disturbances like avalanches and floods can trans-
port biomass from one location to another. Thus, high-severity distur-
bance may reduce vegetation structure by destroying vegetation structure
or moving it off site, while mild or moderate severity disturbance may
enhance structural complexity by increasing the diversity of structural
types (Franklin 1992).

What is the link between abiotic factors and ecological disturbance?
Climate is a primary driver of many types of disturbance such as hurri-
canes, windthrow, and wildfires (Pickett and White 1985). Consequently,
broad-scale disturbance regimes often reflect continental climatic pat-
terns. Along the west coast of North America, for example, precipitation
amount and seasonality drive patterns of fire frequency and severity (Agee
1993). The dry summers and frequentlightning in the Siskiyou Mountains
of Northern California result in light- to moderate-severity surface fires
with a frequency of 50-go years. Summer precipitation is higher and light-
ning less frequent farther north in western Washington, where stand-
replacement fires recur every 250—450 years on average. Still farther north
in southeast Alaska, summer rains are so heavy that wildfire is very rare.

Climate and topography can interact to influence disturbance at
regional and local spatial scales. For example, fire frequency varies from
about 50 years at lower elevations in the Rocky Mountains to more than
250years at higher elevations, due to the increasing moisture higher in the
mountains (Turner and Romme 1993). In the western Cascades of
Oregon, wildfire is more frequent and intense on steep south-facing
slopes than in valley bottoms (Morrison and Swanson 1990). This is
because fuels are drier and more combustible on south-facing slopes and
because convective forces cause fires to burn uphill and with increasing
intensity. Similarly, landslides tend to be initiated in moderately steep
headwalls within mountainous landscapes (Swanson et al. 1988).
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Fig. 5.2. Conceptual model of the interactions between abiotic factors, ecological processes,
and biodiversity. See text for explanation.

Topography may also alter the movement of disturbance. Ridgelines,
stream bottoms, and lakes or wetlands may act as fire breaks that slow or
stop fire expansion (Turner and Romme 1993). Alternatively, insect out-
breaks are often spread by winds channeled along constricted valley
bottoms or through mountain passes (Despain 1990).

You can begin to imagine the complexity of the interactions among
physical factors, primary productivity, ecological disturbance, vegetation
structure, and species diversity. While some modern ecologists have
emphasized the influence of abiotic factors on plant distributions, it is
clear that we have a great deal to learn about the interactions among
abiotic factors and other elements of the ecosystem. Itis now increasingly
apparentthat we must think about the biophysical stage on which the eco-
logical drama unfolds. A conceptual model of these linkages is presented
in Figure 5.2. The model illustrates that abiotic factors may directly influ-
ence the population dynamics and community diversity. Abiotic factors
may also influence organisms indirectly by modifying rates of NPP or by
affecting disturbance regimes which, in turn, have consequences for vege-
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tation structure. Disturbance and vegetation also provide feedbacks that
modify abiotic factors. To the extent that the physical conditions vary from
placeto place, we should be able to make predictions about how ecological
processes and biodiversity are distributed across landscapes.

Spatial interactions among abiotic factors and ecological
processes

Ifalandscape is a biophysical stage, how are abiotic factors distrib-
uted across the stage, what are the consequences for the actors, and for the
ecological drama they weave? The spatial patterns of abiotic factors were
mapped by classical ecologists primarily at the biome level. More recently,
the spatial distributions of climate, topography, and soils, and vegetation
have been quantified at continental, regional, and local scales (Bailey
1978, Barnes et al. 1982, Ohmann and Spies 1998). These studies reveal
considerable spatial heterogeneity in abiotic factors and species distribu-
tions at all of these spatial scales. Such spatial heterogeneity in abiotic
factors can strongly influence the distribution, abundance, and popula-
tion dynamics of species (Neilson and Wullstein 1983). The emergence of
landscape ecology (Turner 1989) over the last few decades, however, offers
an excellent context for addressing spatial heterogeneity of abiotic factors.

Landscape ecology has largely focused on the spatial interactions
between natural disturbance, human land-use, vegetation cover, and
organisms. This body of work has revealed that landscapes are more than
the sum of the patch types they comprise. The spatial arrangement of the
patches, their sizes, shapes, and juxtapositioning, also strongly influence
the types of organisms that live in the landscape (Chapter 6) and the rates
of processes like succession, nutrient cycling, and energy flow (Turner
1989). Landscape ecologists are also beginning to consider the spatial pat-
terning of abiotic factors across landscapes (e.g., Ohmann and Spies
1998) and this approach shows considerable promise for improving our
ability to understand and manage landscapes.

Below we offer an example where knowledge of spatial patterning of
abiotic factors provided new insights into landscape function. The effects
of thresholds in abiotic factors on landscape dynamics are then examined.
We end the section with consideration of how to classify abiotic factors
across landscapes.
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WINDTHROW AND STAND STRUCTURE IN SOUTHEAST
ALASKA

Kuiu is one of a multitude of mountainous islands in southeast
Alaska thatis draped with lush temperate rainforest (Figure 5.3a). Rainfall
is 50 high here that wildfire does not occur. The productive coniferous
forests on Kuiu island are naturally fragmented by bogs or ‘muskegs’
where soils are so saturated that tree growth is restricted (Figure 5.3b)
(Kramer etal. in prep.). Where forests do occur, wind is the primary agent
of disturbance. Windthrow was thought to be sufficiently infrequent and
small in area to allow most of the forests here to succeed to the old-growth
stage (Deal et al. 1991). These localized wind events were thought to
enhance the structural complexity of old-growth forests (Lertzman et al.
1996).

Our understanding of windthrow and forest dynamics in this system
has started to change as a result of the work of graduate student Marc
Kramer from Montana State University (Kramer et al. in prep.). Kramer
developed a statistical model to predict probability of windthrow based on
wind exposure (Figure 5.3¢), slope, and elevation. The resulting map of
windthrow probability shows that a surprising proportion of the island is
susceptible to intense windthrow (Figure 5.3d). He found that intense
storms approach the island from the south; hence probability of wind-
throw is highest at higher elevations on south-facing slopes and on ridge-
tops. Valley bottoms, north-facing slopes, and other places ‘shadowed’
from the wind by topography have low probability of windthrow. He then
compared the model predictions to field measurements and found that the
model accurately predicted windthrow intensity 70% of the time.

These windthrow patterns strongly influence forest structure. Areas of
low probability of windthrow were found to be dominated by strueturally
complex old-growth forests, as was previously believed. However, areas of
high probability of windthrow were found to support forests in the
younger stem exclusion and understory reinitiation seral states. These
seral stages are relatively low in structural complexity.

These findings have important implications. First, much less of Kuiu
Island supports old-growth forest that previously believed. The wind-
throw regime is sufficient to inhibit the development of old growth in
more exposed landscape settings. Many species of plants and animals are
associated with late-seral forests in southeast Alaska (Suring et al. 1993).
Hence, this important habitat type is naturally less abundant and more
fragmented than land managers thought. Interestingly, Sitka black-tailed
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deer (Odocoileus hemionus sitkensis) prefer old-growth forests on south-
facing slopes where snow accumulation is reduced. On Kuiu Island,
however, old growth is less likely to be found on such slopes due to wind-
throw. Given this new understanding of the ecosystem, conservation
plans (e.g., Suring et al. 1993) to maintain late-seral species, like the Sitka
black-tailed deer, may have to be revised accordingly.

The work also has implications for timber harvest. Logging in the
region has mostly involved clearcutting of old-growth stands on valley
bottoms and toe slopes. Kramer’s work suggests that a more ecologically
based approach would focus timber harvest on the mid-seral stands found
in locations of higher wind exposure. Rather than clearcutting these
stands, harvest strategies that retain live trees, snags, and fallen trees
would better promote the ecological processes that are typical of these
stands. In the wind-protected, old-growth stands, smaller ‘gap’ cuts
would better retain current levels of forest complexity. This case study
demonstrates how the consideration of abiotic factors can dramatically
improve our understanding of how ecosystems work and can provide a
template for effective management strategies.

THRESHOLDS IN ABIOTIC CONTROLS

Initial studies on interactions among abiotic factors and ecological
processes are finding that the relationships are often nonlinear. Ecological
processes like disturbance regime or NPP may change abruptly with
increasing spatial heterogeneity of topography or climate. For example,
ecologists have observed that topography often ‘constrains’ disturbance
to certain places in the landscape (Swanson et al. 1988). Wildfire, for
instance, may be constrained to topographic settings like south-facing
slopes where fuel moisture is sufficiently low to allow ignition, and be
unable to spread across other parts of the landscape (Figure 5.4a).
Extreme meteorological conditions, however, may sometimes cause dis-
turbance to ‘override’ the effects of topography (Turner and Romme
1993). Under hot, dry, and windy weather conditions, fire may burn across
all parts of the landscape regardless of topographic settings (Figure 5.4b).
Hence, topography constrains fire only under a subset of weather condi-
tions. The 1988 wildfires in YNP produced examples of each of the fire
regimes, depending on the weather conditions at the time of burning
(Turner and Romme 1993). ~

Such thresholds in interactions among abiotic factors can have impor-
tant implications for vegetation patterns across landscapes. When topog-
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Fig. 5.4. Hypothesized thresholds in the effects of topography and meteorological conditions
on fire spread. (a) Topography constrains the spread of fire to certain topographic settings
with flammable fuels. Flammability is high only in certain topographical settings (e.g., south-
facing slopes) and fire occurs only in such settings that have ignition sources. (b) Extreme
weather conditions cause fire to override topographic constraints and spread across the land-
scape. High winds and very low fuel moisture cause fire to spread over a variety of topographi-
cal settings. (Modified from Turner and Romme 1993.)

raphy does constrain disturbance, vegetation structure will be heterogene-
ous because disturbance severity will vary with topographic position
(Swanson et al. 1988). This heterogeneity often promotes high levels of
niche and species diversity (Franklin 1992). When disturbance overrides
the topography, the vegetation structure may be homogenized over the
landscape, reducing species diversity. Also, ecosystem recovery is likely to
be slower in landscapes experiencing large, severe disturbance compared
with those where undisturbed patches provide colonization sources for
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adjacent disturbance patches (Turner and Romme 1993). Knowledge of
such thresholds is obviously important to managers trying to determine
which disturbance regime to allow or prescribe to achieve desired vegeta-
tion patterns and resource objectives in a given landscape.

QUANTIFYING ABIOTIC FACTORS ACROSS LANDSCAPES

If knowledge of abiotic factors can improve our understanding of
landscape function, which abiotic factors should be quantified across
landscapes to better understand controls on biodiversity? Examples of the
climatic, topographic, soil, geographic, and aquatic variables used in pub-
lished studies are presented in Table 5.1. Any of these variables can be used
to describe heterogeneity across the landscape and some of these variables
may be strongly correlated with particular ecological processes or organ-
isms. A powerful approach to studying controls on biodiversity is to quan-
tify several of these variables across the landscape and determine which of
the variables explain significant spatial variation in species abundance or
the richness of a community. In the next section we explore some of the
abiotic factors that strongly influence the abundance, reproducticn, and
diversity of biota.

Species demography and diversity over the landscape

Earlier we asserted that abiotic factors may represent important
axes describing the niche of a species and that the performance of the
species will vary along the niche axis. Thus, species demography and
diversity across a landscape should reflect the spatial patterning of limit-
ing conditions and resources. How good is the evidence that species abun-
dance, survival, reproduction, and ultimately the species richness of a
community, vary with abiotic factors? What are some of the consequences
of the resulting spatial patterns for the dynamics of populations and com-
munities? Can we make predictions about patterns of diversity from one
biome to another based on abiotic factors? These are some of the ques-
tions examined in this section.

SPECIES ABUNDANCE

We all suspect that species are not randomly distributed over the
landscape. But a major question is how patchy is the abundance of
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Table 5.1. Examples of abiotic factors that have been used to predict patterns of
species abundance and richness
Organisms
Variable studied Authors
Temperature
Means annual and monthly, all-time Woody plants Ohmann and Spies 1998
recorded max and min
Mean annual, variability Trees Currie and Paquin 1987
Degree days, absolute min. Trees Lenihan 1993
Mean annual Trees Austinetal. 1996
MeanJan. & June CV, absolute max Mammals Owen 1990
and min, annual range
Mean annual, min-coldest month, Kangaroos Caughleyetal. 1987
max-hottest month, annual range,
mean-wettest quarter, mean-driest
quarter
Precipitation
Mean annual and monthly Woody plants Ohmann and Spies 1998
Mean annual, seasonality Trees Austinetal. 1996
Mean annual, variability Trees Currie and Paquin 1987
Annual snowfall Trees Lenihan 1993
Intermonthly variability Mammals Owen 1990
Total annual Large herbivores Coeetal. 1976
Mean annual, annual range, total- Kangaroos Caughleyetal. 1987
wettest month, total-driest month,
total-wettest quarter, total driest
quarter
Evapotranspiration
Mean annual, variability Trees Currie and Paquin 1988
Cumulative-summer Trees Lenihan 1993
Actual, potential Birds, Wylie and Currie 1993
angiosperms,
mammals
Actual Mammals Shvarts etal. 1995
Solar radiation
Potential Woody plants Ohmann and Spies 1998
Mean annual and variability of Trees Currie and Paquin 1987
insolation
Mean annual Trees Austin et al. 1996
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Tables.1. (cont.)

Organisms
Variable studied Authors
March andJune Trees Turton and Sexton 1996
Clear sky irradiance, annual cloud Coral Fraser and Currie 1996
cover
Annual Birds, Wylie and Currie 1993
angiosperms,
mammals
Topography .
Slope, aspect, elevation Woody plants Ohmann and Spies 1998
Median and variability of elevation Trees Currie and Paquin 1987
Altitude, aspect, slope, topographic Trees Burns 1995
position
Topographic position Trees Austin etal. 1996
Elevation Fish Reyes-Gavilanetal. 1996
Elevational variance Mammals Owen 1990
Geology .
Lithology, geologic age Woody plants Ohmann and Spies 1997
Rock type Trees Austin etal. 1996
Geography ‘
Latitude, longitude Woody plants Ohmann and Spies 1998
Latitude, longitude, quadrat area, Trees Currie and Paquin 1987
geographic position
Plotsize Trees Austin etal. 1996
Latitude, continental shelfarea, reef ~ Coral Fraser and Currie 1996
length, up-currentisland density
Distance from sea Fish Reyes-Gavilan et al. 1996
Latitude Birds Emlenetal. 1986
Soil '
Exchangeable cations, pH, Plants Enrightetal. 1994
phosphorus, organic matter
Annual moisture deficit Trees Lenihan 1993
Drainage Trees Burns 1995
Nutrient index Trees Austin etal. 1996

March and June temperature, pH, total Trees

nitrogen, organic carbon, leaflitter

Turton and Sexton 1996

Abiotic factors 177

Tables.1.(cont.)

Organisms
Variable studied Authors
Primary productivity
Primary productivity Coral Fraser and Currie 1996
Net Birds, Wylie and Currie 1993
angiosperms,
mammals
Netabove ground Large herbivores Coeetal. 1976
Net above ground Mammals Owen 1990
Hydrology

Stream order, width depth, substrate  Fish Reyes-Gavilan etal. 1996

Oceanic
Mean, max and min surface, salinity Coral
variation, mean salinity, secchi depth

Fraser and Currie 1996

Disturbance

Timber harvest history Woody plants Ohmann and Spies 1998
Fire history Plants Enrightetal. 1994
Cyclone frequency Coral Eraser and Currie 1996

individual species. Brown et al. (1995) addressed this question for several
groups of organisms and found that their abundances were significantly
more clumped than expected by chance for the majority of species. For
example, 77 of 9o North American bird species studied had more than
50% of their individuals in less than 25% of the places where that species
occurred. A likely explanation for this is that relatively few places across a
species’ range contain the biotic and abiotic factors that allow high levels
of abundance. Well-designed studies are needed to determine which
abiotic and biotic factors best explain species abundances. The studies
below provide examples of organism abundance and distribution being
strongly associated with abiotic factors.

One of the most striking cases of abiotic controls on species distribu-
tions is the response of tree species to deglaciation. In eastern North
America, the grip of the lastice age eased 16 ooo years ago as the Laurentide
ice sheet began to recede northward from its southern extreme in
Pennsylvania. Mean global temperature has increased some 4.5°C since
then. Davis (1981) used fossil pollen as a basis for plotting the range
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expansions of several tree species during this period of warming.
American chestnut (Castanea dentata) expanded its range over 2000 km to
the northeast over the last 15 ooo years (Figure 5.5). In contrast to chest-
nut, eastern hemlock (Tsuga canadensis) expanded to the northwest into the
Great Lake States (Figure 5.5). This demonstrates that each species
responded to climate change according to its individual tolerances. The
strength of association between modern climate and tree distributions
was quantified by Lenihan (1993). Using five measures of climate, he was
able to predict the spatial distribution of dominance for eight tree species
across Canada with a classification accuracy of 88-98%, depending upon
species. The strong relationship between climate and plant distributions
described in these two studies provides a basis for predicting how vegeta-
tion is likely to respond to possible future global warming resulting from
human-caused greenhouse-gas emissions (e.g., Overpecket al. 1991).

Abiotic factors such as climate can also limit animal distributions. In
analyzing the ranges of 113 avian species wintering in North America, Root
(1988) found that 60% of these species have northern range limits asso-
ciated with a particular temperature regime. The range limits of each of
these species were within one degree of latitude (115 km) of a particular
average minimum temperature isotherm (Figure 5.6). Energy budgets
developed for 14 species with adequate physiological data revealed a sur-
prising consistency. The resting metabolic rate at the northern range limit
was about 2.49 times greater than the basic metabolic rate (BMR) for all
the species. (BMR is the metabolic rate of a night-resting individual at an
ambient temperature above that at which an individual must increase its
metabolic rate to maintain heat balance.) These findings suggest that the
winter ranges of many bird species are limited by energy expenditures nec-
essary to compensate for colder ambient temperatures. Energy relation-
ships were associated with the abundances of 7 of these 14 species (Figure
5.6). Similarly, Emlen et al. (1986) found that the abundances of some
species of breeding birds were also related to climate, and Caughley et al.
(1987) were able to predict successfully the distributions of three species of
kangaroos based on temperature and precipitation regimes.

An example of climate influencing animal abundance by altering NPP
comes from work by Coe et al. (1976) on African herbivores. They compiled
dataonbiomass for up to 36 species of large herbivores and rainfall data for
24 locations in the savannas of southern and eastern Africa. Mean annual
rainfall explained 88% of the variation in total biomass of large herbivores
(Figure 5.7a). Herbivore biomass was also strongly correlated with above-
ground NPP (Figure 5.7b). This suggests that rainfall limits plant growth
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Fig. 5.5. Migration maps for American chestnut and eastern hemlock as reconstructed from
analyses of fossil pollen. Numbers refer to the radiocarbon age (years before present) of the
firstappearance of the species at the site after 15 000 years ago. Isopleths represent the leading
edge of the expanding population distribution. The stippled area represents the modern range
of the species. (From Davis 1981.)
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Fig. 5.6. Contour map of the winter distribution and abundance of eastern phoebe (Sayornis
phoebe). The bold line is the edge of the species range and the four contour intervals are 20%,
40%, 60% and 80% of maximum abundance. The northern range limit is associated with the
—4°C isotherm of average minimum January temperature. The stippling indicates the area of
deviation between the range boundary and the isotherm. (From Root1988.)

rates and energy availability to herbivores. Soil nutrients may modify the
relationship between rainfall and ungulates. Ecosystems with nutrient-
rich volcanic and alluvial soils had herbivore biomasses higher than pre-
dicted based on rainfall alone, presumably due to higher forage quality
(Coeetal. 1976). Rainfall and soil nutrients vary in space and time in many
ecosystems, and the dispersal of ungulates often reflects this. Many herbi-
vores move to patches with the highest plant productivity within seasons
and the major herbivore migrations in Africaare driven by the spatial distri-
bution of forage productivity among seasons (McNaughton 1985).

These examples demonstrate that the abundance and distribution of
species sometimes varies with abiotic factors, due either to direct effects
on organism fitness or to indirect effects through ecosystem processes
such as primary productivity. What are the relative strengths of abiotic and
biotic factors in driving intraspecific distribution and abundance?
Relatively few studies have systematically addressed this question across
several species and a comprehensive synthesis is notyet possible.

THE DEMOGRAPHY OF SPECIES

Although biotic factors such as competition and predation can
clearly have strong impacts on survival and reproduction, abiotic factors

Abiotic factors 181

@ r y=1.552 (*0.329)x—0.62(*0.903)
r=0.877 R

[~ P<<o.001

4.0~ N=30

L

3.0

Log,  Large Herbivore Biomass (kg. km2)

PY0: R DU O S O S O I S I B
2.0 2.5 3.0

Log, Rainfall (mma™)

—
=
~

— Y=1.094 (*0.206)x—0.389(*0.571)
| r=0.966

P<o.001
4.0}~ N=12

Log, Large Herbivore Biomass (kg. km™)

2.0 2.5 3.0

Log NAAP(gmm™—a™)

Fig. 5.7.Relationship between Aftican large-herbivore standing-crop biomass and (a) precipi-
tation and (b) aboveground net primary productivity. (Modified from Coe et al. 1976.)



182 ANDREW HANSEN AND JAY ROTELLA

are also importantand often overlooked. Specifically, temporal and spatial
variation in abiotic factors can cause survival and reproductive success to
varyamongyears, seasons, and locations, which in turn causes population
dynamics to vary temporally and spatially. Knowledge of the types of loca-
tions that allow higher rates of survival and reproduction is vital for man-
aging population viability.

Survival of many species is greatly influenced by climate (Lack 1966).
For example, in ungulates, survival rates of moose (Alces alces) (Ballardetal.
1991), elk (Cervus canadensis) (Sauer and Boyce 1983), mule deer (Odocoileus
hemionus) (Bartmann and Bowden 1984), and white-tailed deer (Odocoileus
virginianus) (Fuller 19go) are negatively affected by severe winter weather.
Ungulate mortality is generally thought to be high in areas or years with
severeweather because deep snow decreases access to preferred foods and
increases vulnerability to predators, while low temperatures increase
energy expenditures and lead to starvation. The impacts can be substan-
tial: in a Minnesota study of white-tailed deer, 89% of fawns survived
during winters with relatively shallow snow, whereas only 60% survived in
winters with moderate snow depths (Fuller 19go). Similarly, a gray par-
tridge (Perdix perdix) population declined by 72% from October to March in
eastern Washington during a winter with record-breaking snow depths
(Rotella and Ratti 1986).

Climate may also affect reproduction in populations. For example, in
Nevada autumn precipitation was found to be an important determinant
of bighorn sheep (Qvis canadensis) reproductive success in the following
year (Douglas and Leslie 1986). Similarly, in south-central Canada, the
amount of precipitation during the previous year strongly impacts the
number of wetland basins containing water and thereby affects repro-
ductive success of a number of duck species. North American mallard
(Anas platyrhnchos) populations ranged between 7.1 and 14.4 million birds
during 1955—72, with population highs and lows generally coinciding
with annual wetland conditions in prairie Canada. (Pospahala et al.
1974).

Although itis clear that abiotic factors such as climate can affect survi-
val and reproduction, few studies have investigated spatial patterning of
survival or reproduction rates across landscapes. Knowledge of such pat-
terns could prove fruitful however. For example, in Maine the abundance
of earthworms, the primary food of American woodcock (Philohela minor),
and in turn the rate of woodcock chick survival were highest on forested
sites with lightly textured, moderately drained soils that had been previ-
ously farmed (Owen and Galbraith 1989, Rabe et al. 1983). Therefore,
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efforts to restore declining woodcock populations should consider the
mosaic of soil types and pastland use across landscapes.

A study of black bears (Ursus americanus) in the Great Smoky Mountains
National Park, Tennessee, indicates how abiotic factors like climate and
elevation interact with vegetation structure and habitat management to
influence the quality of various sites to populations. Johnson and Pelton
(1981) found that bears prefer above-ground tree cavities to ground dens
during winter. Bears using tree dens are better protected from wind and
rain and have reduced energy demands, which may allow females to
achieve higher reproductive and survival rates. However, due to low-eleva-
tion logging that occurred before the Park was established, trees suitable
for denning occur in clumps at higher elevations where weather condi-
tions may be more severe. Thus, past management, which ignored the
importantrole of abiotic factors, causes many bears to experience lowvital
rates. To ensure population viability, future efforts must ensure that key
habitat features such as tree dens are well dispersed and abundant in loca-
tions with favorable abiotic conditions.

These examples show that abiotic factors affect survival and reproduc-
tive success to a large extent across a variety of species. Results also indi-
cate that when important abiotic factors are spatially patterned, survival
and reproductive rates may vary across the landscape. Under these circum-
stances, subpopulations living in different portions of the landscape have
different population growth rates. In landscapes with strong environmen-
tal gradients, some subpopulations may not have adequate reproduction
to offset annual mortality. In such cases, source-sink dynamics may occur
(Pulliam 1988) and spatial aspects of population dynamics must be con-
sidered.

In recent years, spatially explicit population dynamics have received
much attention (Hanski 1989, Hanski and Gilpin 1991, Pulliam 1988,
1996). The term ‘metapopulation’ was coined to describe a set of subpop-
ulations that interact via dispersing individuals (Levins 1970, Hanski
1996). This is important because dispersers from one subpopulation
{source) can ‘rescue’ from extinction another subpopulation (sink) that
has relatively few individuals. Such dynamics better maintain the long-
term viability of the overall metapopulation. Both habitat heterogeneity
and species-specific dispersal abilities influence population dynamics
(ngrison 1994) (Figure 5.8). The more patchy the environment, the more
animal survival, reproduction, and abundance will differ among patches,
le.ading to source/sink dynamics among subpopulations. If a species can
disperse well among habitat patches (patchy populations), then rescue
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Fig. 5.8. Conceptual model of the effects of landscape heterogeneity and organism dispersal
ability on population dynamics. See text for explanation.

effects are likely among subpopulations and risk of extinction is reduced
(Chapter 7). As dispersal ability decreases relative to habitat patchiness
and the likelihood of movement of individuals among subpopulations
decreases (classic metapopulations), then chance of local extinction
increases. Where dispersal is very poor and subpopulations do not
exchange individuals (non-equilibrium metapopulations), extinction of
individual subpopulations and, consequently, the overall metapopulation
is more likely. As we come to realize the high level of spatial heterogeneity
that abiotic factors impose on organism survival and reproduction, it
becomes apparent that such metapopulation dynamics are more common
in nature than previously appreciated.

In many cases, maintaining population viability will require identifying
source habitats and managing them to maintain suitable levels of survival
and reproduction. Careful management of such places in the Jandscape is
important because human activities such as timber harvest, agriculture, or
residential development in or near source areas can elevate predation
levels and cause them to become sink areas.
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Fig. 5.9. The relationship between species richness of North American non-flying terrestrial
vertebrates and annual potential evapotranspiration. (From Currie 1991.)

SPECIES RICHNESS

If the abundances and distributions of individual species are influ-
enced by abiotic factors, then spatial patterns of species diversity should
also vary with abiotic factors. A growing number of studies indicates that
this is indeed the case.

. One of the most striking of these studies is by Currie (1991). He quan-
tified species richness of birds, mammals, amphibians, and reptiles
across North America and analyzed patterns of association with 21 envi-
r(?nmental variables involving climate, primary productivity, glacial
history, and proximity to oceans. Several climate variables were signifi-
cantly correlated with vertebrate richness, particularly annual potential
evapotranspiration (PET), solar radiation, and mean annual temperature.
PET alone explained 81-93% of the variation in richness for each of the
four animal groups and 92% of the variation for all ground-dwelling verte-
brates combined (Figure 5.9). PET reflects the energy of the atmosphere,
as measured by the ability of the atmosphere to evaporate water from satu-
rated surfaces. It reflects both the energy available to organisms for
thermoregulation and the energy available to fuel NPP and food produc-
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tion for vertebrates (Currie 1991). Species richness is positively related to
PET, probably because more species are able to persist in energy-rich envi-
ronments.

In a follow-up study, Kerr and Packer (1997) reanalyzed Currie’s data
for mammals and confirmed that PET explained the most variation in
mammal species richness in Canada and Alaska where PET is relatively
low (<1000 mm/year). Where PET was higher, however, topographic het-
erogeneity was a better predictor of mammal richness than PET. As men-
tioned above, knowledge of such thresholds in the effects of abiotic factors
is important for understanding and managing biodiversity.

Two recent studies nicely demonstrate the effects of topography,
climate, and soils on the spatial distribution of plants across large water-
sheds. Burns (1995) examined vascular plants in warm temperate mature
forests in the Waipoua Forest, New Zealand. Austin et al. (1996) focused on
trees in forested habitats of southeastern New South Wales, Australia.
Both analyzed associations between species richness and climate, slope
position, and soil-nutrient status. Spatial patterns of richness were found
to differ among plant life forms and taxonomic groups. Both studies
found that total tree-species richness was greatest at low-elevation, warm
sites with moderate rainfall and intermediate to high nutrient levels.
Maximum richness for eucalyptus trees, however, occurred on ridges with
aseasonal rainfall and intermediate nutrient levels, while richness of rain-
forest trees was highest in gullies with summer rainfall and high nutrient
levels (Austin et al. 1996). In contrast to trees, epiphytes achieved highest
richness at high elevations due to higher moisture levels there (Burns
1995).

In total, these studies demonstrate that species richness often varies
with abiotic factors, but the strengths and directions of these associations
differ among spatial scales, geographic locations, and species groupings.
To what extent are abiotic factors considered in current theory on the
spatial distribution of species richness?

The major hypotheses on species richness are presented in Table 5.2
and are reviewed by Huston (1994) and Rosenzweig (1995). The Available
Energy and Habitat Complexity hypotheses were described above. The
Disturbance hypothesis suggests that richness will peak at intermediate
levels of disturbance, where both early- and late-seral species will be
present. The Environmental Stress and Environmental Stability hypothe-
ses are similar in suggesting that relatively few species can persistin places
where environmental factors are either especially harsh or variable. The
Area hypothesis is supported by several studies showing that species rich-

Table 5.2. Hypotheses on factors controlling species richness

Hypothesized
relationships

Examples of independent

variables

Logic

Hypothesis

VN

\
—

Mean heat/moisture
Mean productivity

Supply of energy that is available to be

Available energy

partitioned among species limits richness

Nutrient/food availability

Mean and variance in:

Diversity of habitat niches limits species

richness

Habitat complexity

vertical structure

horizontal structure
species composition

Mean disturbance:

Intermediate disturbance favors both early

and late seral species and prevents

competitive exclusion

Disturbance

frequency

patch size

return interval

Mean:

Fewer species are physiologically equipped

to tolerate harsh environments

Environmental

stress

heat/moisture

nutrient/food availability

Variation in:

Fewer species are physiologically equipped

to tolerate varying environments

Environmental
stability

heat/moisture

nutrient/food availability

Habitat area

Richness reflects sampling effects and

environmental heterogeneity

Area

Niche overlap

Interations among species such as

Biotic interactions

Various

Covariance in species densities

competition and predation affect niche

partitioning

Note: For the hypothesized relationships, independent variables are depicted on the horizontal (x) axis and species richness on the vertical (y) axis. Broken lines

denote possible alternative relationships.

Source: Modified from Fraser and Currie (1996).



188 ANDREW HANSEN AND JAY ROTELLA

ness increases with the area sampled, primarily because of greater variety
in abiotic and/or biotic factors in larger areas. The Biotic Interactions
hypothesis purports that organisms are part of the environment and can
influence resources and conditions for other species via competition, pre-
dation, mutualism, etc.

Among the myriad studies on species richness, empirical support can
be found for each of these hypotheses. A sure conclusion from these
studies is that no single factor universally controls species richness
(Begon et al. 1990). The relative strengths of these hypotheses in explain-
ing species richness varies with spatial scale, taxonomic group of organ-
ism, and geographic location. If you had to hedge your bets on which
factor is most often associated with species richness, however, Wright et
al. (1993) would suggest that you go with available energy. They analyzed
the vast literature on the topic and reported that NPP (and its correlates)
and habitat diversity were most often found to be significantly associated
with species richness, with NPP accounting for about twice as much varia-
tion in richness as any other factor. Wright et al. (1993) concluded ‘. . . the
most powerful explanation for spatial variation in species richness is that
itdepends upon levels of energy’.

What conclusions can we draw from Table 5.2 on the relevance of
abiotic factors to species richness? Climate, topography, and soils cannot
be ruled out as direct or indirect driving factors under any of the hypothe-
ses. Environmental stress and stability directly involve abiotic factors. As
discussed above, physical factors also bear on energy production, distur-
bance regimes, and habitat complexity. A primary mechanism underlying
the species—area relationship is thought to be heterogeneity in biophysical
factors (Huston 1994). Even species interactions may vary under the influ-
ence of abiotic factors. Dunson and Travis (1991) provide several examples
of where the outcomes of competition among species varied with soil type,
salinity levels, and other physical factors.

The conclusion thatabiotic factors, especially those related to available
energy, often underlie patterns of species richness may be a bit surprising
toanimal ecologists because of the emphasis placed on habitatcomplexity
in many modern wildlife texts (e.g., Patten 1992, Morrison etal. 1992). One
consequence of this emphasis on habitat complexity is that nearly all ter-
restrial-vertebrate conservation plans are based primarily on vegetation
cover and structure (e.g., Thomas etal. 1990, Suringetal. 1993). Additional
consideration of available energy and abiotic factors may dramatically
improve our ability to identify and conserve sensitive species and hot-spot
locations.
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It is important to keep in mind that the relative influence of biotic and
abiotic factors in species abundance and richness may differ among
biomes. In locations where environmental conditions are well within the
range of tolerance of most organisms, species abundance and community
diversity are likely to vary less with climate, topography, and soils, than in
locations where species are near the limits of their tolerances (Neilson and
Wullstein 1983, Ohmann and Spies 1998). We speculate that in biomes
with equitable climates and high vegetation productivity (e.g., the Pacific
Northwest), vegetation structure may limit species abundance and rich-
ness of some taxonomic groups more than climate or NPP. Just the oppo-
site may be true where abiotic factors strongly constrain NPP (e.g., the
coniferous forest of the Northern Rockies).

If these hypotheses are correct, they are fundamentally important to
managing biodiversity. In biomes where NPP is relatively high and forest
structure primarily limits species distributions, the maintenance of vege-
tation with high structural complexity is important for biodiversity. The
position of these stands along abiotic gradients may be of less importance
because NPP is relatively high in all parts of the landscape. In biomes with
harsher climates, the positioning of vegetation types along abiotic gra-
dients may strongly influence the distribution of organisms within them.
In the northern Rockies, for example, species abundance and richness are
concentrated in localized settings that are high both in NPP and structural
complexity (see Case Study section). Owing to the effects of climate and
soils, these are mostly atlower elevations on toe slopes and valley bottoms.
Native species could best be maintained here by avoiding intense forest
management in these lowland hot spots for biodiversity. Knowledge of
such relationships in other parts of the world would lay a foundation for
tailoring forest managementstrategies to groups of biomes based on their
biophysical properties.

Human land-use and biodiversity

Like other species, humans generally do not settle randomly on the
landscape. Rather, human density and land use are often located to max-
imize access to critical resources. In our home state of Montana, for
example, the first homesteaders selected lands where soils and climate
allowed higher agricultural production. Subsequent homesteaders were
forced to settle on marginal lands. More than a century later, profitable
farms persist on the productive lands. Farms on marginal lands were
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Fig. 5.10. Hypothesized relationships among net primary productivity (NPP), plant species
richness, and percentage of the earth’s land surface devoted to agriculture. (a) Plant species
richness (dark line) shows a unimodal (hump-shaped) relationship with NPP, while the
percent of land area devoted to agriculture increases with NPP. (Based on Huston 1993.) (b) In
places where NPP is relatively low (left-hand side of the NPP/species richness curve), agricul-
ture is concentrated on the more productive sites where plant species richness is relatively
high. (c) Where NPP is relatively high (right-hand side of the NPP species richness curve),
agriculture is focused on the more productive sites where species richness is relatively low.

abandoned, and the empty cabins still visible today are a reminder that
abiotic factors do influence human economies and well being. Similar
trends occurred across North America; the most productive lands are typi-
cally privately owned and support agriculture and other intensive land
uses (Huston 1994). Publiclands generally have harsher climates and less-
fertile soils. Most nature reserves were established in such harsh settings
because of their scenic grandeur, potential for tourism, and the political
expediency of locating reserves on public, rather than private, lands
(Newmark 198s). Even in modern non-agricultural societies, humans
often choose to live in certain topographic and climatic settings. Waves of
people are now moving to the mountainous landscapes of western North
America, partially because of the scenery and access to outdoor recreation
(Johnson and Rasker 1995).

What are the consequences of these patterns of human settlement for
biodiversity? This question has not yet been well studied. Huston (1993,
1994) did a global analysis and concluded that intensive agriculture has
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notbeen centered onareas ofhigh plant-species richness. His reasoning is
based on numerous studies showing that plant species richness is highest
on soils of intermediate fertility and is lowest on both the least and most
fertile soils (Figure 5.roa). The reduced richness on fertile soils is thought
to be due to a few dominant species being able to out-compete other
species and monopolize the site. As humans have preferentially located
agriculture on the most productive soils, Huston suggests that agricultu-
ral practices have had relatively little influence on global plant-species
diversity. Accordingly, he recommends that nature-conservation efforts be
focused on less-fertile sites, where many species can be protected with rel-
atively little loss of agricultural productivity. Even though Huston’s analy-
sis focused on agriculture, itis highly relevant to the management of forest
biodiversity. The distribution of land use across watersheds and regions is
a critical component to managing forest species. Where in the landscape
to maintain forests and the forest properties to promote biodiversity often
needs be evaluated in the context of abiotic gradients. Maintaining forest
species will often require management across the full gradients of eleva-
tion and soil productivity, regardless of current land use or ownership (see
Case Study section).

The conclusions one might draw from this model, however, may differ
among regions around the world and taxonomic groups. Herbivore and
carnivore richness differ in response to NPP compared with plants.
Richness of these animals increases with NPP even in very productive hab-
itats (Huston 1993). Thus, management conclusions for vascular plants
may be inappropriate for higher trophic levels. Also, natural disturbance
may be more severe in places of high site quality. Such places may build up
higher levels of biomass and be more susceptible to fire, windthrow, or
insect outbreaks. This could break the competitive advantage of dominant
species and allow high species richness at these sites. Most importantly,
we need to keep in mind that maximizing local species richness is often
notthe goal of conservation planning. Rather, the goal is often to maintain
viable populations of all native species, including those species that have
key habitats outside of places of high local species richness (see Chapter
1). In the United States, for example, endangered species are concentrated
in areas of intense land use (Dobson et al. 1997). Recovering these species
in highly human-modified habitats offers a special challenge to conserva-
tionists.

Despite these caveats, Huston’s global model of plant species richness
and NPP (Figure 5.10a) has interesting implications for management at
regional scales. In many regions, plant species richness increases with
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NPP or soil fertility (Abrams 1995). This may be because even the best sites
in these locations do not allow competitive dominance by a few species. In
other words, these locations are on the left-hand side of the NPP/species
richness curve (Figure 5.10b), where NPP and species richness are posi-
tively correlated. Here, we would predict that intensive agriculture is most
likely to occur within hot spots for native species richness. As most nature
reserves are located in harsher sites, these reserves and the surrounding
lands likely fall on the left-hand side of the NPP species richness curve
where human land use is likely to be centered on the places most impor-
tant for species richness.

Clearly, strategies for maintaining biodiversity should differ among
regions depending on the local relationships between abiotic factors,
species richness, and human land use. In very productive regions of the
world, human activities should, perhaps, be focused on the most produc-
tive places. That way a given level of agricultural and forest output can be
achieved on the smallest land area with the smallest impact on species
richness. In less-productive regions of the world, managers should avoid
intense land use within some of the most productive landscape settings to
minimize impacts on native species.

The relationships between abiotic factors, NPP, and species richness
suggest some counter-intuitive relationships in nature reserves and the
lands that surround them. Where nature reserves were placed in relatively
harshlocations (Figure 5.10b), NPD, species richness, and intense land use
likely overlap in the more productive landscape settings surrounding the
nature reserves. Such nature reserves may not adequately protect native
species. The rapid growth in human populations around many of the
world’s nature reserves may have a disproportionally strong negative
influence on our last refugia for native species.

Implications for landscape management

Returning to the analogy of the theater, Harris et al. (1996) sug-
gested that if organisms are the actors on a biophysical stage, then land-
scape managers have focused too heavily on the actors and too little on the
play itself. The play represents the interactions among the biophysical
setting, such ecological processes as disturbance and energy flow, and the
organisms. As suggested in Figure 5.2, we cannot understand the dynam-
ics of the organisms without knowing the ecological and evolutionary
drama that links them with the changing biophysical stage. Maintaining
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the organisms requires that we maintain the processes that sustain them.
The challenge to landscape managers is to maintain the spatial and tem-
poral interactions among ecological processes that will perpetuate viable
populations of native species (Harris et al. 1996). Our review of abiotic
factors leads to the conclusion that many landscapes are even more patchy
than we previously appreciated. Underneath the mosaic of vegetation
cover types and seral stages lie patterns in topography, climate, and soil
that impose spatial heterogeneity on ecological processes and biodiver-
sity. There are several implications of this patchiness for landscape man-
agementatlocal and regional scales.

The issue of how to distribute land uses across regions becomes espe-
cially important when spatial patterning of abiotic and biotic factors are
considered. In many regions, land use increases in intensity from harsher
environments (e.g., high elevations or arid settings) to more mesic envi-
ronments. Nature reserves often occupy the more extreme end of the envi-
ronmental gradient, publicly owned multiple-use lands lie in the middle of
the gradient, and privately owned agricultural, rural residential, and urban
lands are at the mesic end of the gradient. Consideration of the distribu-
tion of biodiversity along such environmental and land-use gradients is
critical for devising management strategies to optimize biodiversity and
resource production objectives. In many locations, land use within nature
reserves, multiple-use lands, or private lands will influence patterns of
species population viability and community diversity across the entire
region. Hence, careful distribution of management strategies and inten-
sities within major land allocations and among allocations may be neces-
sary to maintain native species.

For example, because of the abiotic and biotic patchiness of land-
scapes, species abundanceand diversity are seldom evenly distributed over
the landscape. Rather, they are often high only in localized hot spots (we
define ‘hot spot’ as a location where the abundance of individual species
and the species richness of a community are disproportionately high)
where biophysical conditions allow the persistence of many individuals
and species. Because hotspots often contain a large proportion of the indi-
viduals of a species and many species in the community, it is important to
identify them and set management strategies accordingly (Brown et al.
1995). Knowledge of the factors that cause these places to be hot spots
allows managers to maintain or enhance these features. Moreover,
mapping abiotic factors may allow us to discover places that have the phys-
ical potential to be hot spots so thatvegetation and/or human activities can
be managed to allow these places to become hotspots.
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Where abiotic and biotic factors cause the abundance of a species to be
patchy in space there is an increased likelihood of spatially mediated pop-
ulation dynamics (Figure 5.8). In this case, management strategies that
alter the spatial patterning of the landscape can have strong effects on
population viability. Maintaining population source habitats may be criti-
cal to regional population viability. Similarly maintaining connectivity for
dispersal among subpopulations increases the chances that emigration
will inhibit chance extinctions of subpopulations (Stacey and Taper 1992).
Itis important to determine which hot spot habitats are population source
areas and which, because of human activity, are population sinks. Thus,
careful demographic studies should be focused on those places in the
landscape and those species that are the greatest viability concerns, and
management strategies devised accordingly.

To appropriately distribute land-use type and intensity within and
across ownerships, it is necessary to quantify and understand the biophys-
ical stage, the organisms, and the ecological drama that weaves them
together. We suggest that it is insufficient to rely on maps of vegetation
cover type and seral stage in landscape management. Rather, managers
should invest in quantifying key abiotic factors and ecological processes
along with vegetation and land use (e.g., Bailey 1978, Omernik 1987,
Wiken 1986). Some abiotic factors and/or ecological processes like NPP
may be important filters for biodiversity planning that can greatly improve
our ability to prioritize the ecological and socioeconomic value of lands
and evaluate potential for restoration. Careful analyses of these data are
also critical. We pointed out above that generalizing from one region to
another is risky and that an understanding of local interactions is neces-
sary. Within a region itis importantto keep in mind thresholds in the inter-
action of abiotic factors and ecological processes. Knowledge of such
thresholds allows managers to apply prescribed disturbance atintensities
that can best accomplish management objectives.

Within multiple-use lands used for wood production, a major question
is where to place timber harvest relative to gradients in abiotic factors and
primary productivity. Seymour and Hunter (1992) and Hunter and
Calhoun (1995) pointed out that biodiversity might best be maintained by
concentrating intensive timber harvest on the most productive sites. This
way, a given level of wood production would impact the smallest area of
land. As described above, Huston (1993, 1994) also advocates this
approach for agriculture. Beyond impacting the smallest land area, this
avoids altering the places with intermediate site potential  that likely
support the highest plant species richness. As emphasized above,
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however, global generalities about land allocation may be misleading at
regional to local scales.

We suggest that it is important to first evaluate spatial patterns of
abiotic factors, ecological processes, and biodiversity and then to craft a
management approach that is appropriate for the local area. In regions
where plant-species richness declines as site potential improves, it may be
appropriate to focus intensive forestry or agriculture on the most produc-
tive sites. Even here though, it is important to consider other trophic
levels, such as herbivores and carnivores, that may achieve highest abun-
dances and species richness on these most productive sites. Moreover,
productive sites may be population source areas for some individual
species. Thus, strategies that maintain some carefully selected nature
reserves and/or areas with less-intense timber harvest on productive sites
may bestachieve biodiversity and economic objectives in these regions.

In regions where species abundance and diversity are concentrated in
the most productive landscape settings, choices are still more difficult.
Logging activities that reduce habitat quality or alter biotic interactions
(e.g., predation) in these productive settings may have disproportionately
strong negative effects on native biodiversity. Perhaps the best alternative
here is to use silviculture systems that minimize negative impacts on
§pecies. Examples include retention of high levels of structural complex-
ity, small gap-scale harvest units, and helicopter logging to prevent road
building (Franklin 1992). Focusing timber harvest on moderately produc-
tive sites is another option. However, keep in mind that a larger area must
be impacted to achieve a given level of wood production. In places where
high productivity sites have already undergone intensive logging, there
may be a good opportunity for restoration (Chapter 15). Because primary
p.roductivity is high in these sites, plants will respond relatively quickly to
silvicultural strategies such as thinning, pruning, and underplanting that
favor the growth of large trees and multiple canopy layers.

Interaction between abiotic factors and natural disturbance regimes
also bear on silvicultural strategies for forest lands. Given that some topo-
graphic settings are more prone to natural disturbance, undesired distur-
bances such as landslides can be minimized by not placing timber harvest
units in such settings. Alternatively, more intensive timber harvest may be
most appropriate in disturbance-prone settings because the organisms
there are adapted to disturbance. The south-facing slopes and ridgetops
on‘ Kuiu Island, Alaska, that undergo frequent blowdown may be appro-
Priate settings for relatively large harvest units with moderate to high
levels of live tree and snag retention (Kramer et al. in prep.). Alternatively,
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the old-growth properties of the places on Kuiu protected from windthrow
could best be maintained through no logging or through small, infre-
quent gap cuts.

Similarly, Cissel et al. (1994) organized forest management around
topography and disturbance in western Oregon. They reconstructed fire
history and stand structure for the past 300—400 years across the planning
area and used these historic patterns as a basis for current management.
The rationale was that native species and key ecological processes (e.g.,
woody debris delivery to streams) persisted under this natural disturbance
regime and should continue to exist if modern landscape patterns are
maintained within the natural range of variation (Chapter 4). Under this
approach, they prescribed long-rotation, low-retention logging for valley
bottoms and north-facing slopes because presettlement wildfires were
infrequent but intense in these topographic settings. Wildfire was found
to be more frequent but less intense on south-facing slopes and ridge tops.
Here they prescribed shorter rotation harvests that retained high levels of
live and dead forest structure.

Just as in multiple-use lands, biophysical gradients need to be consid-
ered in the design and management of nature reserves such as wilderness
areas and parks. Harris etal. (1996) pointed out the shortcomings ofignor-
ing ecological processes in the design of conservation plans. For example,
many species require different habitats at different times of day, seasons of
the year, or life stages. Surprisingly often, management strategies do not
result in the maintenance of each of the required habitats with connectivity
between them. For example, Kruger National Park, South Africa, is situ-
ated in the lowlands, which are wet-season habitats for large ungulates,
but does not include the adjacent highlands that were traditional dry-
season habitats for these species. Consequently, water holes had to be
installed to prevent animal die-offs in dry years. Similarly, some locations
or topographic settings in a landscape may be initiation zones for distur-
bance while other places are disturbance runout zones (Baker 1992). Both
types of landscape setting are required in a nature reserve to maintain dis-
turbance regimes and the species dependent upon them. The cutover
landscape west of YNP described in the introduction was likely a fire-igni-
tion zone for YNP prior to its being logged. The young forests there now
have fuel loads too low to carry fire well (Despain 1990). Hence, human
activities outside YNP have probably altered the fire regime within the
park. Consideration of the spatial patterning and dynamics of landscapes
is clearly necessary to maintain key processes and species.

As mentioned above, hot spots for species abundance and richness
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might not be well represented in our existing nature reserves. After all,
maintaining biodiversity was not among the primary objectives for estab-
lishing national parks and wilderness areas (Newmark 198s), and our
knowledge of the spatial heterogeneity of ecological systems was under-
developed when these reserves were established. We predict that those
nature reserves that are situated at higher elevations, on poor soils, or
extreme climates are unlikely to include the landscape settings with more
favorable biophysical conditions that are likely to be hot spot habitats.
Hence, it may be unreasonable to assume that nature reserves are self-
maintaining systems that are best preserved by ‘natural regulation’ (Boyce
1991). Carefully crafted management strategies will often be needed inside
nature reserves and on surrounding lands to achieve biodiversity objec-
tives.

With constraints on reserve size and location, reserve managers may
have to alter the distribution and/or spatial scaling of abiotic factors and
disturbance to maintain key ecological processes. The installation of
water holes in Kruger National Park and use of prescribed fire in prairie
reserves (Madden 1996) are examples. Another strategy is to identify and
protectkey landscape settings adjacent to or near nature reserves. Because
hot spots are often small in area, it is often feasible to acquire them
through purchase or through conservation easements. The Rocky
Mountain Elk Foundation, for example, has obtained rights to some key
winter range on private lands that are used by elk that summer in
Yellowstone National Park. In this way, the boundaries of nature reserves
canbe, in essence, redrawn to more closely match biophysical boundaries.
Coordinating management among the ownerships bordering nature
reserves is often essential (Newmark 1985, Wilcove and May 1986). The
extractive public lands that often surround nature reserves can be
managed to buffer the reserves from the more intense human land use on
private lands. Ecological hot spots will often be located on private lands,
however. New partnerships among reserve managers, local government,
scientists, and private land owners will likely be needed to develop the edu-
cational programs, incentives packages, and planning policies necessary
to allow biodiversity objectives to be achieved on private lands.

A classic example of the difficulty of managing biodiversity where key
habitats are under different ownership jurisdictions is the Greater
Yellowstone Ecosystem. Here two national parks are surrounded by over
30agencyjurisdictions and numerous private land owners. Moreover, gra-
dients in abiotic factors, species richness, and human land use are very
pronounced in this ecosystem.
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Fig. 5.11. (a) Shaded relief map of the Greater Yellowstone Ecosystem. Our study area in the
northwest portion of the Greater Yellowstone Ecosystem is outlined in white. (b) Dark areas
denote predicted presence of yellow warblers (Dendroica petechia) over a study area predicted
from field data based on cover type, seral stage, and elevation. This species specializes on
aspen, cottonwood, and willow habitats, which are patchily distributed in the study area. (c)
Predicted bird species richness based on cover type, seral stage, and elevation. Darker shades
denote higher species richness.

Case study — the Greater Yellowstone Ecosystem

The Greater Yellowstone Ecosystem (GYE) (Figure 5.114) is in many
ways a symbol of the promise and challenge of biodiversity conservation
worldwide. Yellowstone was the world’s first national park and remains
the largestin the conterminous United States (Keiter and Boyce 1991). YNP
and the surrounding public lands constitute one of the largest ‘intact’
native ecosystems in the temperate zones of the globe. All native mammals
persist here, including the largest herds of migratory elk and bison (Bison
bison) in North America. Further, natural disturbance occurs unimpeded
by humans over much of the nature reserves in GYE.

As large as the GYE is, however, the biophysical boundaries encompass
a still larger area than that in public ownership. The term ‘greater ecosys-
tem’ was originally used to describe the vast range, including public and
private lands, of the Yellowstone grizzly bear population. ‘Greater ecosys-
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tem’ has now come to denote places where linkages between ecological
and human communities are especially strong. Surrounding the nature
reserves of the GYE are gradients in human land use that culminate in
urban areas in the productive lowlands. The myriad public and private
ownerships in the GYE bring a special challenge to coordinated manage-
ment (Harting and Glick 1994). As the human population swells, the need
for creative management is increasing. Many human immigrants have
been attracted to the GYE because of the scenic beauty and high quality of
life the region affords (Johnson and Rasker 19g5). This raises the question
as to how to maintain both native species and the quality of life that
attracted current human residents.

POTENTIAL DRIVERS OF BIODIVERSITY

Among the drivers of biodiversity in the GYE, it is hard to overlook
natural disturbance and human activities. The coniferous forest of the GYE
is a classic crown-fire system, where large and severe wildfires have tradi-
tionally recurred at about 250-year intervals (Romme 1982). The most
recentlarge fire was in 1988, when over 40% of YNP burned (Christensen et
al. 1989). Many native species are well adapted to tolerate this disturbance
regime, and some species require periodic fire. Hence, many of the nature
reserves here are managed under a ‘let-burn’ policy to maintain natural
disturbance.

Public lands surrounding the nature reserves have been subjected to
intensities of logging ranging from mild to extreme. Most striking,
perhaps, is the Targhee National Forest west of YNP where 55% of the
landscape has undergone clearcut logging. Compared with wildfire, this
logging has left relatively little structural complexity within logged
patches and has severely fragmented the remaining forest (A. Hansen,
unpublished data). Both of these effects may reduce habitat quality for
some native species.

Abiotic gradients are also pronounced in the GYE. Notice that the
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ecosystem is centered on mountains and high plateaus (Figure 5.112).
These uplands are cut by river valleys that flow out into the surrounding
plains. This topography strongly influences climate and soils. In YNP, for
example, winter is long and harsh and the growing season is as short as
two months (Despain 1990). The young volcanic soils of the Yellowstone
Plateau are very infertile and prone to summer drying. Hence, NPP is low
across the higher elevations of the GYE. In contrast, the growing season is
about five months long at lower elevations, and localized areas with good
soils have levels of NPP that are much higher than are found on the
Yellowstone Plateau. To better understand the effects of these potential
drivers on biodiversity, we have initiated studies of bird populations and
communities in the northwest portion of the GYE (Figure 5.11a).

BIRD DIVERSITY IN THE GYE

In 1995 we sampled almost 100 species of breeding birds across g7
stands stratified by vegetation cover type, seral stage, and elevation
(Hansen et al. in press). Preliminary results suggest that abiotic factors
associated with elevation strongly influence bird abundance and diversity.
Within a forest type (mature and old-growth lodgepole pine), we found
thatbird abundance (e.g., Figure 5.11b) and richness were more than twice
as high at lower elevations than at higher elevations. Elevation alone
explained almost 50% of the variation in bird-species richness and total
abundance. We hypothesize that this is because NPP, climate, or both,
limitbirds athigher elevations, and we are now collecting data to test these
possibilities. Across lodgepole stands of different age, disturbance histo-
ries, and, thus, structural complexities, elevation explained more variation
in bird abundance and richness than did structural complexity. While
structural complexity is important in this system, climate and/or energy
availability appear to place greater limitations on bird communities.

Considering all vegetation types, we found that cottonwood, aspen,
and willow communities had much higher bird abundance and richness
than other coniferous and herbaceous stand types. Moreover, 25% of our
bird species specialized on these three habitats (e.g., Figure 5.11¢). These
three stand types occur in localized places at low elevations on the best
soils. We suspect that these stand types are high in bird abundance and
diversity because they are high both in NPP and in structural complexity,
providing high levels of energy availability and habitat diversity. As these
stand types are very patchy in distribution, we can think of them as hot
spots for bird abundance and richness, and possibly other taxonomic
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groups. Notice that these hot spots cover only a small portion of the eco-
system and are mostly at lower elevations (Figure 5.11¢). Moreover, we
suspect some of these hot spots are also population source areas for some
species and are critical to maintaining population viability over the GYE.

HUMAN POPULATION GROWTH

Thevastlandscapes of the Northern Rocky Mountains have human
population densities that are low relative to most of the temperate world.
Over the last decade, however, a wave of immigration to this region has
begun. Now the counties surrounding the GYE are some of the fastest
growing in the nation (Stolgren 1996). Many of these immigrants are suc-
cessful business people or professionals who can afford to relocate in
semi-remote places like the GYE where quality of life is high. Economists
have suggested that the natural ecosystem and recreational opportunities
in the GYE are among its greatest economic assets (Johnson and Rasker
1995). However, these immigrants may be dramatically changing the
ecology of the GYE, partially by where they settle in the landscape. Most
rural residential developmentis atlower elevations on the most productive
sites. Riparian zones and aspen groves on mountain toe slopes are among
the most popular settings for home construction. Beyond conversion of
these hot-spot habitats, human settlement may also have more subtle
effects on biodiversity.

We sampled the reproductive success of birds nesting in two types of
hot-spot habitats: cottonwood and aspen. The results were unexpected.
Averaging across species, nest success was nearly twice as high in aspen
stands as in cottonwoods. Nest success for yellow warblers (Dendroica pete-
thia), for example, was only 27% in the cottonwoods versus 68% in the
aspen. Combining these data with estimates of clutch size and survival, we
calculated that the finite population growth rate for this species inaspen s
1.48, indicating aspen stands are population source areas. In contrast, the
growth rate in cottonwood was estimated to be 0.93, slightly below the
threshold value of 1.0 that separates population source from sink areas.
Hence, cottonwood habitats in the study area appear to be ecological traps
for yellow warblers, where birds are attracted in high numbers but suffer
poor reproductive success.

Why might one hot-spot stand type be a source area and another a pop-
ulation sink? The cottonwood stands in our study area all lie within a
h.uman-dominated landscape and are bordered by farms and subdivi-
stons. Such landscapes favor high densities of nest predators (e. g., black-
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billed magpie, Pica pica) and brood parasites (brown-headed cowbirds,
Molothrus ater). These predators and parasites penetrate the cottonwoods
and exact a heavy toll on the reproductive success of other bird species. In
contrast, the aspen stands we studied sitin a forested matrix where human
disturbance and predator/parasite densities are lower. So, it appears that
where humans choose to settle in the landscape may strongly influence
native species in ways that are subtle (trickle-down effects like changing
nest success) and not so subtle (converting native habitats into subdivi-
sions).

CONSERVING BIODIVERSITY IN THE GYE

We suspect that the GYE is typical of many greater ecosystems.
Abiotic factors strongly structure the region, with hot spots for biodiver-
sity lying mostly at lower elevations in productive landscape settings.
Often these hot spots are outside the boundaries of nature reserves. Thus,
these reserves, typically thought of as refugia for biodiversity, may be
insufficient for maintaining native species. How can we sustain both
native species and the growing human community in the GYE and similar
greater ecosystems? As described above, it is important to determine the
combination of abiotic and biotic factors that control biodiversity and to
use that knowledge to design coordinated management that includes
strategies for nature reserves, extractive public lands, and private lands.
Such analyses are now under way in the GYE (e.g., Noss 1991, Harting and
Glick 1994), and the success of such efforts may have considerable impli-
cations for the management of other greater ecosystems around the
world.

Summary

Modern ecologists have made considerable progress in under-
standing controls on biodiversity by focusing on disturbance, patch
dynamics, and biotic interactions. We suggest that this understanding can
be enhanced by also considering the effects of abiotic factors such as
topography, climate, and soils. Beyond their direct effects on organism
survival, growth, and reproduction, abiotic factors may influence organ-
isms indirectly by altering ecological processes such as disturbance
regimes, succession, and energy flow. The interactions between abiotic
factors and ecological processes are sometimes nonlinear, and knowledge
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of thresholds in these relationships is important for landscape manage-
ment. In landscapes where abiotic factors impose strong spatial pattern-
ing, the abundance, reproduction, and survival of organisms may be
spatially heterogeneous. Source-sink and other forms of metapopulation
dynamics may be typical of such populations. Species richness may also be
patchy across landscapes due to the influence of abiotic factors.
Management to retain and/or restore population source areas and hot
spots for species richness is critical for maintaining viable populations of
native species. Human land use is also arrayed along gradients in abiotic
factors. In some places, intense land use and hot spots for native biodiver-
sity occupy the same locations along abiotic gradients. In places like the
Greater Yellowstone Ecosystem, these biodiversity hot spots are not well
protected in existing nature reserves. Consideration of such relationships
amongabiotic factors, ecological processes, biodiversity, and land use can
enhance our ability to better optimize biodiversity and socioeconomic
objectives in private, public multiple-use, and nature reserve lands.

Eurther readings

More information on the spatial distribution and abiotic and biotic
controls on population abundance and species richness can be found in
Brown (1995) and Rosenzweig (1995). Swanson et al. (1g96) consider how
geomorphic factors and disturbance provide a template for managing eco-
systems. Implications of biophysical gradients for managing biodiversity
are examined in Huston (1993, 1994) and Hunter and Calhoun (1995).
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