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A meta-analysis of 117 experiments evaluated the effects of cognitive load on duration judgments. Cognitive
load refers to information-processing (attentional or working-memory) demands. Six types of cognitive load
were analyzed to resolve ongoing controversies and to test current duration judgment theories. Duration
judgments depend on whether or not participants are informed in advance that they are needed: prospective
paradigm (informed) versus retrospective paradigm (not informed). With higher cognitive load, the
prospective duration judgment ratio (subjective duration to objective duration) decreases but the
retrospective ratio increases. Thus, the duration judgment ratio differs depending on the paradigm and
the specific type of cognitive load. As assessed by the coefficient of variation, relative variability of
prospective, but not retrospective, judgments increases with cognitive load. The prospective findings support
models emphasizing attentional resources, especially executive control. The retrospective findings support
models emphasizing memory changes. Alternative theories do not fit with the meta-analytic findings and are
rejected.
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1. Introduction

People are experiencing increasing perceptual, attentional, and
performance load: automobile drivers experience cognitive load
attributable to the use of cell phones and in-vehicle devices and to
increased traffic. Airplane pilots and air-traffic controllers experience
cognitive load attributable to complicated instrumentation and to
increased air traffic. The increasing complexity of technology makes
high cognitive load ubiquitous (Hancock & Szalma, 2008). Ways to
reduce errors in human performance under conditions of cognitive load
depend on methods to measure load. Those measurements are derived
from and have an impact on basic theories of human attention,
perception, and performance and how they are best assessed. As
information processing increasingly became the focus of modern work,
there arose a need to identify methods to evaluate cognitive load. To
resolve this problem, researchers looked to previous methods of
physical work assessment for solutions. One approach, first developed
in time-and-motion studies at the turn of the last century (e.g., Taylor,
1913), is primary task performance. This takes the form of online
measurement of output in relation to the task that people perform. If a
task involves industrial processing, the number of units of a product per
unit of time reflects the level of load experienced. Unfortunately, for
many tasks, the output rate is difficult to specify.
However, secondary task performance is the one most rooted in
psychological theory. Largely founded on the notion of limited attentional
capacity, thismethodology argues that as the cognitive loaddemandedby
performance of a primary task increases, the performance on a secondary
task decreases. Ways to measure cognitive load include physiological
measures, primary task performance, secondary task performance, and
opinion surveys. Attentional resource theories (Kahneman, 1973; Navon
& Gopher, 1979; Wickens & Kessel, 1980) focused on secondary task
methodology, using tasks that presumably required the same attentional
resources as the primary task. The undifferentiated attentional resource
model, first proposed by Kahneman, rendered this assessment process
simple because all cognitive tasks were assumed to compete for a single
limited pool of attentional resources. However, when subsequent
theorists proposed multiple resource pools, the choice of a specific
secondary task became problematic. Questions arose as to which
secondary tasks tapped which respective resource pools, and evidence
began to accumulate of dissociations between increasing task difficulty
and primary and secondary task performance (Hancock, 1996). Although
cognitive loadmeasures usually agree, instances of dissociation reveal the
lack of theoretical guidelines as to when they might occur (but see Yeh &
Wickens, 1988).

1.1. Duration judgments as a cognitive load measure

Time (duration) estimation, a measure of secondary task perfor-
mance, has been shown in several experiments to be a reliable and valid
measure of cognitive load. For this reason, applied researchers,
beginning with Hart (1975) and Casali and Wierwille (1983, 1984),
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have increasingly focused on duration estimation. It is thought that
when a person is working on a difficult or attention-demanding task,
time seems to pass quickly, but if a person is working on an easy or less
attentional-demanding task, time seems to pass slowly (Block, George,
& Reed, 1980; Block & Zakay, 2008; Brown, 2008). Although the past
century of research contains findings that support these intuitive
observations, researchers have failed to reveal the reasons for these
kinds of temporal distortion. Our meta-analytic review focuses on the
first century of research on this issue, which dates from the seminal
study of Yerkes and Urban (1906). It establishes the relative size and
direction of these effects, and it also tests variousmodels that have been
proposed to explain the underlying phenomena.

Reasons to investigate the effects of cognitive load on human
duration judgments are motivated by both basic and applied concerns.
Understanding the effects of cognitive load on duration judgments can
help develop and refine theories of human duration judgment and,
more generally, human information processing. For example, one
current hypothesis is that cognitive load is “a function of the proportion
of time during which a given activity captures attention, thus impeding
other central processes” (Barrouillet, Bernardin, Portrat, Vergauwe, &
Camos, 2007, p. 570). Along these lines, several researchers (e.g.,
Rammsayer & Brandler, 2007; Zakay, Block, & Tsal, 1999) have
suggested that duration judgments may be a reliable and valid index
of cognitive load to the extent that they involve time-shared central
processes, especially attentional, executive, or working-memory re-
sources. Recent research on duration judgment processes has increas-
ingly focused on issues concerning the division of attentional resources
between nontemporal and temporal information processing (for recent
reviews, see Block, 2003; Grondin, 2001, 2008; Zakay & Block, 1997).

We conducted a meta-analysis focusing broadly on the effects of
cognitive load on human duration judgments. A critical feature of it is
the specification of the meaning of the term cognitive load and how it is
used in the literature. We define cognitive load as the amount of
information-processing (especially attentional or working-memory)
demands during a specified time period; that is, the amount of mental
effort demanded by a primary task. These demands may also include
some heavily cognitively driven perceptual-motor processes. We use
the term cognitive load, ormore simply load (e.g., Barrouillet et al., 2007)
instead of various near-synonymous terms that other researchers use,
such asmental workload (e.g., Hancock &Meshkati, 1988; Proctor & Van
Zandt, 1994;Wierwille, Rahimi, & Casali, 1985), cognitive workload (e.g.,
Patten, Östlund, Joakim, Nilsson, & Svenson, 2006), or simply workload
(e.g., Gopher & Donchin, 1986).

1.2. Theoretical focus

In most experiments on duration estimation, researchers have
obtained duration judgments as a function of nontemporal stimulus
information or information-processing demands, not merely as a
judgment of an empty duration (one devoid of externally presented
stimulus content). In one early study, Swift and McGeoch (1925) asked
college students to judge the duration of a time period during which
they either listened to an interesting passage (a low-load condition) or
wrote down the passage while they were listening to it (a high-load
condition). Many early researchers (e.g., Gulliksen, 1927) used several
qualitatively different kinds of tasks, with the type of activity apparently
selected in an atheoretical way. One critical issue is that there has been
little if any theoretical coherence in the choice of tasks used to mani-
pulate cognitive load. Our meta-analysis remedies this failure by
classifying different kinds of cognitive load and assessing each type
separately, then relating the findings to theoretical accounts.

One of the earliest reviews of the literature on time perception and
estimation was written by Weber (1933). His review was essentially a
narrative summary of wide-ranging articles (49 of them) on the
psychology of time. For present purposes, he distinguished between the
amount of mental content and its complexity, which others have
mentioned more recently (e.g., Ornstein, 1969). Even more recent
duration judgment literature contains reports of some experiments in
which participants passively viewed different numbers or complexities
of stimuli, or inwhich they only estimated time or estimated timewhile
performing a task, without any manipulation of the load of that task.
Although it might be argued that passively viewing fewer or less
complex stimuli requires lower load demands, whether participants
increase their cognitive load if they passively viewmore stimuli ormore
complex stimuli is unclear. In these experiments (e.g., Ornstein, 1969),
sensory or perceptual factors could influence any observed differences
in duration judgments, not cognitive load per se. Therefore,we have not
included those kinds of studies in the presentmeta-analysis. Asmuch as
possible, we included only comparisons of experimental conditions in
which the number of presented stimuli were comparable in high and
low load conditions, and in which the main manipulation involved
cognitive load per se, not merely a single-task (timing only) condition
compared to a dual-task (timing plus a secondary task) condition. In
some studies that made that comparison, in the dual-task conditions
participants were instructed to make verbal responses that created a
sensory–perceptual “filling” of the interval. According to the well-
knownfilled-duration illusion (see, for example, Poynter, 1989), duration
estimates lengthen if a duration is filled, as opposed to unfilled. In order
to determine whether cognitive load per se affects duration estimates,
we needed to rule out the possibility of an artifactual change in duration
judgments attributable to the filled-duration illusion.

1.3. Duration judgment paradigm: models and predictions

Some studies have revealed that the duration judgment paradigm
affects duration estimates. In the prospective paradigm, a person is aware
prior to or immediately upon the onset of a duration that a duration
judgment is necessary and important. In contrast, in the retrospective
paradigm, apersonbecomes awareonly after thedurationhaspassed that
a duration judgment is needed. The current duration judgment literature
reveals several major theoretical controversies: (a) Do the processes
underlyingprospectiveand retrospectiveduration judgmentsdiffer and, if
so, in what ways? (b) Are prospective duration judgments affected by
attentional processes, or can they be explained by other kinds of
processes? (c) Are retrospective duration judgments affected bymemory
processes, or can they be explained by other kinds of processes?

Prospective and retrospective paradigms sometimes show opposite
effects on duration judgments (e.g., Block, 1992; Block & Zakay, 1997),
but this is by no means an invariable finding. For example, Brown and
Stubbs (1992) concluded that “similar timing processes operate under
prospective and retrospective conditions” (p. 545). One way to resolve
this issue is to determine whether various kinds of cognitive load
differentially affect duration judgments under the two paradigms. If
cognitive load affects duration judgments in different ways, this finding
will finally resolve important theoretical arguments about whether
prospective and retrospective duration judgment processes are similar
or different.

We first investigated duration judgment paradigm as a potential
moderator variable. Because it was, we conducted separate analyses to
investigate the specific cognitive load and other moderator variables
that affect judgments in each paradigm. Consider the broad context of
models of prospective and retrospective time estimation and how they
do or do not make predictions about effects of cognitive load.

1.3.1. Prospective paradigm
Treisman (1963) proposed one of the first formal models of an

internal clock,which included apacemaker, a counter, and a comparator
mechanism. At present, the most influential pacemaker-accumulator
model of prospective timing is scalar expectancy theory (SET). It was
proposed to explain the timing behavior of animals such as pigeons and
rats, and it remains influential (e.g., Church, 2006; Gibbon, Church, &
Meck, 1984). According to SET, animal timing relies on an internal clock
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that consists of a pacemaker which produces pulses at a regular rate, a
switch that controls the passage of the pulses, and an accumulator that
counts the pulses. The switch starts and stops the timing of an interval,
closing and opening with the perception of stimuli that signal the start
or the end of an interval. The properties of the internal clock, according
to SET, ensure that the internal clockmeasures time along a scale that is
a monotonic function of clock time.

A major difference between animals' and humans' timing behavior is
the role of attention in timing. Whereas this role is minimal in animals
(Lejeune, Macar, & Zakay, 1999), it is critical in humans (Brown, 2008).
Thus, other researchers proposed the attentional-gatemodel (AGM;Block
& Zakay, 1996; Zakay & Block, 1995), which is an elaboration of the
original SET andother similarmodels. (Subsequently, some theorists have
elaborated on SET to propose an attentional influence on the switch.) The
AGM includes a critical component, a gate that is opened as a result of
attention to time during a duration, not simply a switch that reacts to the
start signal and end signal of a duration (or that performs two seemingly
different functions, reacting to such signals and being sensitive to
cognitive load during a duration). The AGM thus clearly predicts effects
of cognitive load. Prospective timing is assumed to demand the same
attentional or working-memory resources that nontemporal processing
(cognitive load) requires. This creates dual-task interference, which
affects duration estimates: as nontemporal processing demands increase,
subjectively experienced duration decreases.

Recently, Dutke (2005) argued, based on his and earlier research
(e.g., Brown, 1997), that a model such as the AGM, which proposes “a
unitary concept of task difficulty and attentional demands” (p. 1411),
should bemodified. Instead, amore specific resource approach, probably
involving the central executive component of working-memory models
(e.g., Baddeley, 1986), is needed. The presentmeta-analysis investigates
and clarifies this issue by revealing what specific types of cognitive load
influence prospective duration judgments.

Another model, which has been investigated in humans, proposes
that prospective timing involves the formation on temporal expectan-
cies based on stimulus rhythm and expected duration endings (e.g.,
Boltz, 1995, 2005; Jones, Moynihan, MacKenzie, & Puente, 2002). Boltz
(1991) provided examples for such patterns in which interactions
between temporal expectations and actual endings of target intervals
create conditions of early or late endings. Healy,Woldmann, Parker, and
Bourne (2005) proposed that prospective timing is not a dual-task
condition because the timing and nontemporal tasks can be combined
andperformedasone task according towhat they called a functional task
principle. None of these kinds of models offers any obvious, explicitly
stated way to attribute prospective timing to cognitive load.
1.3.2. Retrospective paradigm
In the retrospective paradigm, people are assumed to not be allocating

attentional resources in order to attend to time during a durationwhile it
is in progress. Some influential theories of retrospective timing focus
mainly on the nature of the stimulus events during the duration, such as
their numerosity, complexity, or memorability (e.g., Ornstein, 1969; see
Block (1989, 2003) for reviews). In general, these stimulus-based kinds of
theories do not predict that cognitive load per se will affect retrospective
duration judgments. More recent models of retrospective duration
judgment predict effects of at least some types of cognitive load, although
in the opposite direction from those found in the prospective paradigm.
For example, the contextual-change model (e.g., Block, 2003; Block &
Reed, 1978), as well as a variant of it, the segmentation model (Poynter,
1989) predicts that some types of cognitive load—specifically, increased
processing changes or interval segmentation—lengthens remembered
duration. According to these models, remembered duration lengthens as
the amount of contextual changes or interval segmentation (such as by
the inclusion of high-priority events) increases. Thus, our meta-analysis
might reveal an effect of some types of cognitive load on retrospective
duration judgments.
1.4. Types of cognitive load

Different types of cognitive load manipulations provide a way to
distinguish among various experimental conditions (the independent
variables used in each experiment). Several experimenters (e.g., Brown,
1985) used different kinds of experimental conditions (e.g., a
perceptual-motor task at different levels of difficulty, and also a divided
vs. selective attention task), and in some of those cases we classified
various pairwise comparisons of conditions in more than one cognitive
load category. We classified experimental manipulations of cognitive
load according to six categories. Although our classification is grounded
in current theories (see later), it is primarily based on distinctions
between kinds of independent variables manipulated.

1.4.1. Attentional demands
Our operational definition of attentional demands is that participants

are simultaneously presented more than one source of nontemporal
information and must either divide attention between more than one
source (high load) or selectively attend to only one source (low load).
For example, Brown (1985, Experiment 2) dichotically presented two
word lists, and participants were instructed either to attend to both lists
(high load) or to only one list while ignoring the other (low load). If
attending to time involves some of the same resources as attending to
nontemporal information demands, then prospective duration judg-
ments should be affected by this manipulation, although retrospective
judgments, which are based more on memory encoding and retrieval
processes, might not be affected.

1.4.2. Response demands
Another load manipulation involves requiring participants either to

actively respond to presented information (high load) or simply to
passively view or hear identical or comparable information during the
duration (low load). Participants in high-load conditions engaged in
activities suchaswriting text fromdictation (e.g., Spencer, 1921; Swift &
McGeoch, 1925; Yerkes & Urban, 1906) or pressing a response key to
classify a stimulus (e.g., Predebon, 1996a,b), whereas participants in
low-load conditions simply listened toor viewed the stimuli. The active-
responding (high-load) condition entails both sensory–perceptual
processes and response-selection and response-execution processes,
whereas the passive-perceiving (low-load) condition entails sensory–
perceptual processes but not response-selection and response-execu-
tion processes.We included any experiment that varied whether or not
a personwas required to respond actively to presented information.We
included only comparisons in which the presented stimuli were
comparable in passive viewing and active responding conditions. If
there wasmore than one active responding condition, we used only the
easier (i.e., minimally demanding) task for the comparison with a
passive viewing condition.Weexpected that the cognitive load imposed
by response-selection and response-execution processes would require
attentional resources and perhaps affect prospective duration judg-
ments, but that these processes might not affect retrospective duration
judgments.

1.4.3. Familiarity
Increased familiarity with an information-processing task might

decrease load as a result of learning of some or all of the component
processes (Schneider & Shiffrin, 1977). Familiarity decreases retrieval
latency and increases the number of associations that are retrievedwith
the familiar stimulus. Yonelinas, Otten, Shaw, and Rugg (2005) found
that recollection and familiarity rely on different networks of brain
regions. In the duration judgment literature, familiarity has been
manipulated in two ways. One relies on pre-experimental familiarity.
For example, participants in Kowal's (1987, Experiment 1) study
listened to familiar musical melodies either played in the normal
forward direction (low load) or in an unfamiliar reverse direction (high
load). Another relies on familiarity induced during the experiment.



333R.A. Block et al. / Acta Psychologica 134 (2010) 330–343
For example, participants in some experiments processed ambiguous
paragraphs either without any context-clarifying caption or after being
provided a title of the paragraph (e.g., Mulligan & Schiffman, 1979;
Predebon, 1984). For us to include an experiment in the familiarity
category, the familiarity could not simply be a result of low-familiarity
on the first of two (ormore) trials and high-familiarity on the second of
two (ormore) trials. The reason is that any effect on duration judgment
may have resulted from a time-order effect (Block, 1985) or from
the classic lengthening effect (Brown, 1997; Hancock, 1993), not an
effect of familiarity per se. For some of the theoretical reasons we
noted earlier, we expected that both prospective and retrospective
duration judgments might be affected by this manipulation, although
perhaps in opposite directions.
1.4.4. Memory demands
Another load manipulation involves instructing some participants

to try to remember presented information for a later test (high load,
usually called an intentional-memory condition), whereas other
participants were presented identical or comparable stimulus
information during the duration but were not instructed also to
remember the information (low load, usually called an incidental-
memory condition). We expected that this workload type might not
affect prospective duration judgments much (but see Fortin &
Rousseau, 1998), although that it would affect the memory processes
that allegedly underlie retrospective duration judgments.
1.4.5. Processing changes
If a participant was required to change the type of information

processing performed during a duration, we assumed that the load was
greater than in a condition in which the processing type was constant
during theduration. This is consistentwithmanystudies that reveal task
switching costs (e.g., Gopher, Armony, & Greenshpan, 2000). For
example, in some experiments (e.g., Block & Reed, 1978, Experiment
2; Bueno Martinez, 1990, 1992), some participants alternated between
structural and semantic levels of processing (high load), whereas other
participants performed either only structural or only semantic proces-
sing during the duration (low load). We expected that this workload
type might affect prospective duration judgments (because of the
attentional demands involved in task switching), as well as retrospec-
tive duration judgments (because of increased contextual changes),
although in opposite directions.
1.4.6. Processing difficulty
The largest number of experiments included in the present meta-

analysis manipulated the level of processing difficulty. For some
experiments, the classification was clear because the experimenter or
experimenters explicitly used the term difficulty. Here are several
examples: (a) some researchers (e.g., Buchwald & Blatt, 1974, Exp. 2;
Smith, 1969) asked participants to solve difficult anagrams or anal-
ogies (high load) or to solve easy anagrams or analogies (low load).
(b) Some researchers (e.g., Hicks, Miller, & Kinsbourne, 1976) asked
participants to sort playing cards according to a 2-bit (high load),
1-bit, or 0-bit (low load) rule. (c) Some researchers (e.g., Block & Reed,
1978, Experiment 1; Hanley & Morris, 1982) asked participants to
classify words according to a semantic rule (high load) or a structural
rule (low load); this is a rather common levels-of-processing task in
the memory literature (Craik & Lockhart, 1972). For other experi-
ments, the processing difficulty classification was decided by us
because the researchers did not use that term. We expected that this
workload type might affect prospective duration judgments because
of the attentional demands involved in more difficult information-
processing tasks, as well as retrospective duration judgments, al-
though perhaps in opposite directions.
1.5. Relative variability of duration judgments

Several researchers have noted that cognitive load effects are not
only found in the mean of the duration judgments, but also in the
intersubject variability of the same duration judgments (e.g., Brown,
1997, 2006; Wierwille & Connor, 1983). One possible source of
differences in variability of duration judgments involves individual
differences inworking-memory capacity,which is related to the concept
of attentional control (Feldman-Barrett, Tugade, &Engle, 2004). Perhaps
participants who are relatively low in working-memory capacity or
attentional control are relatively more affected by high-load conditions.
These ancillary data (see Section 3.5) on the variability of duration
judgments are important for basic and applied research.

1.6. Recent reviews

Although the topic has increased in interest, only one review that
concerns possible effects of cognitive load (defined as task demands) on
duration judgments has been reported; Brown (1997) reviewed 80
experiments that focused on “effects of task demands on time judgment
performance” (p. 1119). In particular, he investigatedwhat he called the
interference effect, in which increased task demands disrupt timing,
causing perceived time to shorten. He used a vote-counting procedure
(Bushman, 1994) that takes into account the significance and direction
of any reported effect, but which does not account for either the effect
size or the sample size. Brown reported that “only 9 studies (11%) were
found thateither failed toproduce the interference effect or producedan
opposite pattern” (p. 1119). Although this approach provides valuable
insights, it does not yield quantitative outcomes. One nuance of this
approach is that tallies can be made even if effect sizes cannot be
calculated; presumably, Brown's analysis included experiments that we
could not include in ourmeta-analysis. Hedid not categorize the various
kinds of task demands, and he did not consider experiments that used a
retrospective duration judgment paradigm. Our main objective is to
provide a quantitative account of effects of cognitive load on duration
judgments inwhich different cognitive load types are distinguished and
analyzed separately.

Grondin (2001) recently reviewed some literature on psychological
time, focusing mainly on psychophysical issues (e.g., duration discrim-
ination, Weber's Law) that pertain to the comparison of very short
durations (those measured in milliseconds). Although his review
provided valuable insights on the time perception literature, it did not
emphasize issues concerning cognitive load or concerning perception
and estimation of longer durations.

2. Method

2.1. Sample of studies

Wesearchedmore than12,000 referenceson thepsychologyof time,
including references from twomajor databases, PsycINFO (1887–2008),
using their keywords time perception and time estimation, and Medline
(1966–2008), using their keyword time perception; published bibliog-
raphies on time research; book chapters and books; and our individual
files. We searched for articles that contained such terms as duration
judgment,work load, human channel capacity,mental load, cognitive load,
attention, familiarity, information processing, intentional learning, diffi-
culty, aswell asmany other similar terms. In addition,we searchedWeb
of Science (i.e., the electronic version of Science Citation Index and Social
Sciences Citation Index) for articles that cited some of the more relevant
articles (e.g., Brown, 1997; Zakay&Block, 1997). Finally,we checked the
reference lists of relevant articles to determine whether any other
studies should be included.Wedidnot include any experiment reported
in an unpublished dissertation, conference paper, or technical report,
mainly because their selective availability might bias themeta-analyses
(e.g., older ones not being retrievable).
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Our inclusion and exclusion criteria were exactly the same as those
used in our previous meta-analyses of duration judgment literature,
which were concerned with issues other than cognitive load—duration
judgment paradigm (Block & Zakay, 1997), human aging (Block, Zakay,
& Hancock, 1998), and developmental changes (Block, Zakay, &
Hancock, 1999). We included only experimental data for which we
could accurately estimate an effect size from the reported statistics. We
excluded any experiment using participants showing gross psychopa-
thology, an altered state of consciousness (e.g., hypnosis;Kurtz& Strube,
2003), or an unusual physiological condition.

Every included experiment involved normal human participants
judging durations predominantly equal to or greater than 3 s, with at
least one of the independent variables involving cognitive load as we
defined it earlier. If an article reported data on duration judgments that
included those less than 3 s and those greater than 3 s, we included only
data from the durations thatwere 3 s ormore. Perception and estimation
of durations less than about 3 s involves very different processes than of
longer durations (for reviews and evidence, see Hancock, Arthur,
Chrysler, & Lee, 1994; Pöppel, 1985/1988; Wittmann, 1999). For
example, theWeber fraction increases at about 3 s (Getty, 1975;Grondin,
2001), reflecting the end of the psychological present (Fraisse, 1984).
Finally, the relatively few duration-estimation studies that used dura-
tions less than 3 s necessarily (because of reaction-time issues) used
methods such as duration discrimination, which is not our current focus.
Thus, our meta-analysis is limited in that it only focused on duration
estimates of 3 s and longer.

We also excluded any experiment in which the author or authors:
(a) were not clear to us (or to them) whether cognitive load was
manipulated, and, if so, in what direction (e.g., Gray, 1982; Postman,
1944); (b) reported only a measure of temporal experience other than
judgment of duration (e.g., Watt, 1991); (c) did not report sufficient
statistics to estimate an effect size from normal participants (e.g., Kurtz
& Strube, 2003;Wierwille & Connor, 1983); (d) reported only absolute-
error or another similar accuracy score (e.g., Venneri, Pestell, & Nichelli,
2003) because those data cannot be legitimately analyzed along with
duration judgment data; (e) used a sample of less than four participants
(e.g., Stern, 1904); (f) did not counterbalance the order of prospective
and retrospective experimental conditions and therefore entailed a
time-order effect in judgment, and for those experiments (e.g., New-
man, 1976) we used only the first judgment.

To address one of the currently contentious issues in meta-analytic
techniques, we conducted two parallel analyses. In the first analysis,
we excluded any experiment for which an effect size had to be
approximated from a within-subjects t or F value, a procedure that
was recommended by Dunlap, Cortina, Vaslow, and Burke (1996). In
the second analysis, which yielded nearly identical results and which
we report here, we included additional studies, using a recommended
way to estimate relevant within-subjects effect size (see Section 2.3).

2.2. Coded variables

We coded any available study characteristic (i.e., potential moder-
ator), including but not limited to the following variables from each
experiment and from each within-experiment condition. For each
experiment, we first coded the type of load variable that was
manipulated. If a factorial design was used and more than one load
variable was manipulated, we coded and analyzed them separately,
combining them in a mean effect size for the initial overall analysis. In
addition, we also coded all non-manipulated load variables:
(a) attentional demands (unitary—attending to one stimulus/message
only, selective—attending to one of two stimuli/messages, divided—
simultaneously attending to two or more stimuli/messages, or not
applicable); (b) familiarity (low or high, depending on the extent to
which participants were exposed to the stimuli or the task either before
the experiment or during an earlier phase of the experiment);
(c) memory demands (incidental or intentional); (d) processing
changes (none, some, or not applicable); (e) response demands (no
overt responding to presented stimuli or active responding required);
and (f) processing difficulty or level (easy/structural, moderate,
difficult/semantic, or not applicable). We coded this information to
investigate between-experiment moderator variables, even if a poten-
tial load variable was not manipulated as an independent variable in an
experiment.

As in previous meta-analyses of the duration judgment literature, we
also coded the following non-load variables: (a) publication year,
(b) participants' age (children—8.0–12.9 years of age; adolescents—
13.0–17.9 years of age; young adults, such as most samples involving
college students—18.0–29.9 years of age; old adults—30.0–59.9 years of
age; or older adults—at least 60.0 years of age), (c) participants' sex
(female, male, both, or unknown), (d) duration length (short—3.0–14.9 s,
moderate—15.0–59.9 s, or long—60.0 s or longer), (e) number of stimuli
(none, one, several, or many), (f) stimulus modality (visual, auditory,
tactile, or other), (g) stimulus complexity (simple, moderate, complex, or
not applicable), (h) stimulus segmentation, such as with high-priority
events or interruptions during a duration (low, high, or not applicable),
(i) duration judgmentmethod (verbal estimation, reproduction, compar-
ison, repeated production, or analogical/absolute), (j) duration judgment
immediacy (relatively immediate—delayed only by brief duration
judgment instructions, or delayed), and (k) number of trials.

2.3. Effect size analyses

The authors independently estimated effect sizes, resolving dis-
agreements by discussion. Each effect size was calculated as g, the
difference between the mean duration judgment given by participants
in each paradigm divided by the pooled standard deviation (Hedges &
Olkin, 1985), using Johnson's (1989,1993,Version1.11)DSTATprogram
and Borenstein, Hedges, Higgins, and Rothstein's (2006, Version
2.2.027) Comprehensive Meta-Analysis (CMA) program. The effect
size was defined as positive if the duration judgment ratio was larger
under high- rather than low-load conditions and as negative if the
duration judgment ratio was smaller under high- rather than low-load
conditions. Effect sizes were calculated separately, whenever possible,
for different levels ofmanipulated variables. Toprovide a singlemeasure
for each experiment, we combined all separately calculated effect sizes;
although these differences were usually minor, in any case we calcu-
lated the mean of them. Each gwas then converted to d by correcting it
for bias (Hedges, 1981; Hedges & Olkin, 1985).

If the reported data included means and standard deviations (or
standard errors),dwascalculated fromthem. If a between-subjects tor F
value was reported, along with means and standard deviations (or
standard errors) shown in a figure, the t or F valuewas used to calculate
d. Effect sizes thatwere calculated froma reported between-subjects t or
F value from a multi-factor design were adjusted according to the
recommendations of Morris and DeShon (1997), using DSTAT to
reconstruct the ANOVA table.

Whether or not effect sizes that are estimated fromawithin-subjects
t or F value (with no report of the correlation between paired
observations) should be included in a meta-analysis is controversial.
Although Dunlap et al. (1996) recommended that they be excluded,
some software (such as DSTAT and CMA) provides a default calculation
that implicitly or explicitly assumes a correlation between paired
observations of 0.50. We conducted all meta-analyses both including
and excluding such experiments. For the sake of completeness, we
report meta-analyses with those within-subjects ds included. Our
findings concerning design as a potential moderator of prospective
duration judgments suggest that this decision did not distort the
analyses. Because awithin-subjects design cannot be used to investigate
retrospective duration judgments, design and reporting issues are not of
concern for that paradigm.

In six experiments (Brown, 1985; Bueno Martinez, 1992; Bueno
Martínez, 1994; Macar, 1996; McClain, 1983; Zakay, 1989, Study 3),
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researchers manipulated more than one type of load. For the overall
analysis, we calculated separate d values for each type of load, and
thenwe averaged them. For the sub-analyses of load type, we used the
separate ds.

If an experiment manipulated a potential moderator variable and
provided adequate information to calculate separate d for each level of
the variable, we did so for that moderator analysis. Thus, each mode-
rator analysis contained a mixture of experiment ds and within-
experiment ds. Using more than one effect size estimate from the same
experiment violates the assumption that the effect sizes are indepen-
dent. However, this kind of violation does not substantially affect
statistical precision (Tracz, 1984/1985; Tracz, Elmore, & Pohlmann,
1992). If we had not used more than one effect size estimate from
experiments that manipulated a potential moderator variable, we
would have had to discard some of the most relevant information.

The homogeneity of each set of ds was tested to determine whether
the conditions shared a common effect size. If there was heterogeneity
of effect sizes, as indicated by the statistic QW, we attempted to account
for it with coded or manipulated study attributes. Two coded variables,
publication year and number of trials, are continuous. These variables
were analyzed using a weighted least-squares regression model
(Borenstein et al., 2006; see also Hedges, 1982b; Hedges & Olkin,
1985). All other coded attributes were categorical. If there were at least
three effect size estimates ineachof at least two classes of themoderator
variable, we used a random-effects categorical model (Hedges, 1982a;
Hedges & Olkin, 1985), as implemented by CMA. In a few cases, we
combined two similar classes of a variable or excluded a given class if
therewere fewer than three effect size estimates k in a given class. These
techniques yield a between-class effect, similar to a main effect in an
ANOVA. Thehomogeneity of effect sizeswithin eachclasswasestimated
by Qwi. The weighted mean effect size (di+) was calculated for each
category, with each effect size weighted so as to give greater weight to
effect sizes that were more reliably estimated. If QB was significant and
there were more than two classes of the moderator variable, we used
CMA to perform post hoc paired contrasts of weightedmean effect sizes
(di+) in each pair of classes.

We analyzed data using the random-effectsmodel, which provides a
more conservative solution than the fixed-effects model. The random-
effects model is based on the assumption that the experiments are a
random sample from a population of experiments, and we are gene-
ralizing our conclusions to this population. However, we needed to use
the fixed-effects model to provide a measure of heterogeneity within
each class (Borenstein et al., 2006). For each meta-analysis, the order in
which we list and describe moderator variables reflects our judgment
concerning the relative importance (from the most to the least) of each
variable. This judgment was based on several criteria: (a) the size and
significance of the between-class (QB) effect in the relevant categorical
model, (b) the completeness of the categorical model as indicated by
eachwithin-class heterogeneity of variance (QW), and (c) differences in
the primary-level statistics, as elaborated in Section 2.4.

2.4. Primary statistical analyses

For experiments for which sufficient data were reported, we also
calculated the ratio of subjective duration to objective duration―here-
after called the duration judgment ratio―separately for low- and high-
load conditions. This is a standard measure calculated and reported in
many of the studies. Analyzing this ratio affords a comparison between
duration judgments made in experimental conditions that entailed
different levels of load. It reverses the commonly found negative
correlation between the production method and the other methods
(primarily verbal estimation)because theparticipant's production is the
actual (objective) duration that corresponds to the verbally requested
(subjective) duration. The mean ratio of high-to-low-load judgments
was also calculated. In these calculations, the primary statistics were
weighted by sample size. Accumulating these primary-level statistics
across experiments conditions clarifies the meta-analytic statistics.
Mixed-model ANOVAs were performed on unweighted primary-level
statistics to clarify the moderator analyses.

2.5. Relative variability analyses

We also analyzed the experiments that provided information, such as
cellmeans and standard deviations (or standard errors), to determine the
relative variability of duration judgments in low- versus high-load condi-
tions. (Means and standard deviations were used from each cell because
no researcher reported them separately for each participant.) If the two
kinds of judgment differ in magnitude, one cannot simply compare
standarddeviations, because they typically increasewith increasingmean
judgment when a ratio scale of measurement is involved (Newell &
Hancock, 1985).We insteadused thecommonpsychometricmeasure, the
coefficient of variation (CV), which is the standard deviation divided by
the mean judgment. The present meta-analysis reveals new information
about intersubject variability induration judgmentunder the two levelsof
load. Gilpin's (1993) program COEFVAR was used to calculate a χ2 value
for the difference between CVs with the Bennett–Shafer–Sullivan like-
lihood-ratio test. DSTAT was used to convert each χ2 to d. For this sub-
meta-analysis, the effect size was defined as positive if the CV was larger
under high- rather than low-load conditions and as negative if the CVwas
smaller under high- rather than low-load conditions. Primary-level
statistics on CVswere also accumulated and tested. For three experiments
thatwerenot includable in themainmeta-analysis, only data onCVswere
reported, and we calculated the effect size directly from them.

3. Results

3.1. Characteristics of experiments

A total of 117 experiments, reported in 85 separate publications (80
journal articles, 4 book chapters, and 1 book), met all criteria for
inclusion inone or bothmain analyses. A total of 77of thesepublications
werewritten in English, 3 in Russian, and 1 in Spanish (later in English).
For eachdecadebeginning in1906, thenumberof includedexperiments
was 1, 4, 1, 2, 0, 3, 8, 34, 29, and 35. This increasing trend is especially
notable during the past three decades, during which the proportion of
experiments included in this meta-analysis (0.84) is slightly larger than
the corresponding proportion of all psychology articles (0.79) and the
proportion of “time estimation” or “time perception” articles (0.76). For
data on the latter two proportions, see Block and Zakay (2001).

3.2. Overall analyses of effect sizes and duration judgment ratios

For the preliminary overall analysis, only one effect sizewas calculated
for each experiment. (For some experiments, separate effect sizes were
calculated and used later if more than one load variable wasmanipulated
or if separate effect sizes could be calculated for different levels of a
potential moderator variable. For the overall analysis, these separately
calculated effect sizes were averaged.) Of the 113 overall effect sizes, 59
were calculated or estimated from means and standard deviations or
standard errors (either reported in text or estimated from a figure), 42
from a between-subjects F or t value, 8 fromawithin-subjects F or t value,
3 fromareportednonsignificant effect (forwhichweassumed thatd=0),
and 1 froman inexact p value (a report of a significant effect, forwhichwe
assumed that p=.05). The sign of each effect size was defined as positive
if the duration judgment ratio (i.e., the ratio of subjective to objective
duration) was greater in the high-load condition and as negative if the
ratio was greater in the low-load condition. We report all data for the
overall analysis, as well as for moderator variable analyses within each
duration judgment paradigm.

The overall weighted mean effect sizes were similar with the fixed-
effects and the random-effects model. However, the 95% confidence
intervals (CIs) were larger with a random-effects model; in other words,



Fig. 1.Mean duration judgment ratio in the prospective and retrospective paradigms as
a function of cognitive load. Error bars are the standard errors of the mean.
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that model is more conservative (Hedges & Vevea, 1998). Using it, the
resulting overall weightedmean effect size (d+=−0.29, 95% CI=−0.39
to −0.19, pb .0001) revealed a greater duration judgment ratio for
low-load than for high-load conditions.

Although the overall weighted mean effect size is significant, it is
small (Cohen, 1977). Table 1 shows the results of random-effects
analyses for the most theoretically and empirically important moder-
ator variable, duration judgment paradigm. For the prospective
paradigm, the mean effect was medium and negative, suggesting that
there was a larger duration judgment ratio in low-load conditions than
in high-load conditions. For the retrospective paradigm, themean effect
was small and positive, suggesting that there was a larger duration
judgment ratio in high-load conditions than in low-load conditions.

As Borenstein (2005) discussed in a recent review, CMAwas used to
conduct several measures of potential publication bias (and associated
dissemination and retrieval biases). Inspection of funnel plots (i.e.,
sample size as a function of effect size) reveals that therewas little or no
publication bias in either duration judgment paradigm. In addition, the
failsafe Ns reveal that an unreasonably large number of experiments
would have to have been unpublished (or not retrieved by us) in order
for the effect sizes to becomenonsignificant atp=.05 (failsafeN=9038
and 273 for the prospective and retrospective analyses, respectively).
Begg and Mazumdar's rank correlation test reveals that Kendall's
tau=0.07 and−0.07 [p(two-tailed)=.58 and .37, respectively], for the
prospective and retrospective analyses. These analyses strongly suggest
that there was no publication bias in the present data.

Analyses of primary statistics test the effects of load and paradigm
on the duration judgment ratio. A total of 82 experiments contributed
prospective duration judgment ratios, and 31 experiments contribut-
ed retrospective duration judgment ratios. (A total of 9 experiments
contributed to both paradigms.) Fig. 1 shows the mean duration
judgment ratio in low- and high-load conditions separately for the
prospective and retrospective paradigms.

A mixed-model ANOVA of duration judgment ratios revealed no
main effect of load or paradigm [F(1,111)=2.25 and 0.21, d=0.25 and
0.09, p=.14 and .65, respectively]. However, the interaction between
load and paradigmwas significant [F(1,111)=40.74, d=0.40, pb .001],
revealing opposite effects of cognitive load on prospective and
retrospective duration judgment ratios.

Because these findings show that the effect of cognitive load on
duration judgments differ under the prospective and retrospective
paradigms, we conducted all subsequent moderator analyses sepa-
rately for each temporal paradigm. Thus, we tested for differences
between the six load types separately for each of the two temporal
paradigms, as well as for other potential moderator variables.

3.3. Prospective temporal paradigm

The overall weighted mean effect size in the prospective paradigm
was moderated by load type (see Fig. 2).
Table 1
Overall analyses of duration judgment paradigm as a moderator variable.

Variable and class Between-classes effect
(QB)

k Mean effe

Fixed-effects model 243.99***
Prospective 90 −0.44
Retrospective 32 +0.28

Random-effects model 31.83***
Prospective 90 −0.46
Retrospective 32 +0.26

Note. See text for explanations of statistical symbols. Negative effect sizes indicate a greater dura
a greater duration judgment ratio under high- than low-load conditions. Several experiments
paradigms.
aSignificance indicates rejection of the hypothesis of homogeneity.
***pb .001.
Three load types showed a significant effect, and these findings are
also reflected in the prospective duration judgment ratio:

1. The ratio was smaller if the response demands required active
(M=0.84, SE=0.05) instead of passive (M=0.99, SE=0.05)
processing [t(12)=4.31, d=0.83, p=.001], with an active-to-
passive ratio (M=0.85, SE=0.04) of less than 1 [t(12)=3.99,
p=.002].

2. The ratio was smaller if divided or selective attention (M=0.74,
SE=0.06) instead of unitary (M=0.84, SE=0.07) attention was
required [t(7)=5.09, d=0.59, p=.001], a divided-to-selective/
unitary ratio (M=0.88, SE=0.02) of less than 1 [t(7)=5.75,
p=.001].

3. Processing difficulty. The ratio was smaller if difficult processing
(M=0.78, SE=0.05) instead of easy processing (M=0.90,
SE=0.04) was required [t(54)=6.48, d=0.31, pb .001], with a
difficult-to-easy ratio (M=0.86, SE=0.02) of less than 1 [t(54)=
7.84, pb .001].

Three load types, however, showed no significant effect: memory
demands, familiarity, and processing changes. For these three load
types, there were no effect size differences between high- and low-
load conditions (all pN .19), as well as no duration judgment ratio
differences (all pN .23).

Two other variables, analyzed separately, moderated duration
judgments (see Table 2).
ct size 95% CI p value Homogeneity within class
(Qwi)aLower/upper

−0.48/−0.40 b .001 405.29***
+0.20/+0.36 b .001 233.97***

−0.55/−0.37 b .001
+0.03/+0.49 .028

tion judgment ratio under low- than high-load conditions, and positive effect sizes indicate
(k=10) manipulated paradigm between subjects and contributed an effect size in both



Fig. 2. Weighted mean effect size (and 95% confidence intervals) as a function of
cognitive load type in the prospective paradigm: Rsp = response demands, Att =
attentional demands, Dif = processing difficulty, Mem = memory demands, Fam =
familiarity, Chg=processing changes, All = overall. The letter k indicates the number
of experiments of each type.
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The method by which a particular duration judgment was made
moderated the load effect. Although experimental conditions that
used the production method showed the largest effect of load, those
that used the methods of reproduction and verbal estimation also
showed load effects.

Load affected duration judgments if the judgment was made
immediately, such as by making a production or by making a verbal
estimate or reproduction immediately upon termination of the target
duration. However, if participants judged the target duration after a delay
of many seconds to several minutes, there was no significant load effect.

Four other variables of particular theoretical interest did not
moderate effect sizes.

Experiments using between-subjects and within-subjects manipula-
tionof a load typeboth showed significant effects (pb .001). The effect size
Table 2
Random-effects analyses of moderators of prospective duration judgments.

Variable and class Between-classes effect
(QB)

k Mean e

Load type 17.66***
Response demands 13 −0.73
Attentional demands 7 −0.68
Processing difficulty 57 −0.44
Familiarity 10 −0.26
Memory demands 4 −0.28
Processing changes 3 +0.01

Judgment method 13.79**
Production 8 −0.75
Reproduction 32 −0.58
Verbal estimation 38 −0.38
Repeated production 4 −0.14

Judgment immediacy 12.43***
Immediate 81 −0.51
Delayed 7 −0.05

Experimental design 0.78
Between-subjects 45 −0.53
Within-subjects 44 −0.38
Exact d from Ms and SDs 30 −0.31
Estimated d from t or F value 14 −0.57

Note—See text for explanations of statistical symbols. Negative effect sizes indicate a greate
aSignificance indicates rejection of the hypothesis of homogeneity.
*pb .05.
**pb .01.
***pb .001.
was not significantly larger in experiments that manipulated a load type
as a between-subjects variable than as a within-subjects variable
(QB=2.33, p=.13). In addition, within-subjects experiments for which
the effect size was exactly calculated (from means and standard
deviations) did not differ in overall effect size from within-subjects
experiments for which the effect size was estimated from a reported
within-subjects t or F value. This finding supports our decision to include
experiments for which we could only estimate a within-subjects effect
size from a t and F value.

Stimulus duration was not a significant moderator (QB=4.70,
p=.10), although weighted mean effect sizes were marginally more
negative for short (−0.45) andmoderate (−0.56)durations than for long
(−0.27) durations.

Stimulus modality was not a significant moderator (QB=1.40,
p=.24). Theweightedmean effect sizewas comparable for experimental
conditions that used visual stimuli and those that used auditory stimuli.
This finding suggests that the effects of cognitive load on prospective
duration judgmentsmust be attributed to a central process (e.g., involving
attention,working-memory, or both), as opposed to a sensory–perceptual
process.

Number of trials was not a significant continuous moderator
(QR=0.75, p=.38). We also analyzed number of trials categorically,
with experiments that used only one trial (as all retrospective duration
judgment conditions necessarily did) compared to those that used more
than one trial. In this case, number of trials was a moderator (QB=12.07,
p=.001), with experiments using only one trial showing a weighted
mean effect size of −0.75 and experiments using more than one trial
showing aweightedmean effect size of−0.41. Theweightedmean effect
size was significant both for both categories (pb .001).

Although some findings (e.g., Craik & Hay, 1999) suggest that older
adultsmaybemoreaffectedbycognitive load thanareyoungeradults, age
was not a significant moderator variable (QB=4.81, p=.19).

3.4. Retrospective temporal paradigm

As we noted earlier, the weighted mean effect size was
significantly positive in the retrospective paradigm. Load type did
not moderate duration judgments (see Fig. 3).
ffect size 95% CI p value Homogeneity within class
(Qwi)aLower/upper

−1.01/−0.46 b .001 75.95***
−0.91/−0.46 b .001 6.32
−0.55/−0.34 b .001 225.49***
−0.65/+0.13 .192 40.91***
−0.78/+0.22 .271 13.01**
−0.30/+0.33 .929 3.82

−1.01/−0.48 b .001 13.51
−0.74/−0.41 b .001 230.00***
−0.51/−0.26 b .001 150.61***
−0.40/+0.12 .297 0.76

−0.61/−0.42 b .001 351.254***
−0.25/+0.35 .827 13.33*

−0.69/−0.37 b .001 199.7***
−0.49/−0.28 b .001 158.7***
−0.42/−0.20 b .001 91.7***
−0.83/−0.31 b .001 58.6***

r duration judgment ratio under low-load than under high-load conditions.



Fig. 3. Weighted mean effect size (and 95% confidence intervals) as a function of
cognitive load type in the retrospective paradigm: Rsp = response demands, Mem =
memory demands, Dif = processing difficulty, Att = attentional demands, Chg =
processing changes, Fam = familiarity, All = overall. The letter k indicates the number
of experiments of each type.
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However, analysis of other coded variables revealed four moderating
effects onduration judgments in the retrospective paradigm(see Table3).
Note that these effects should be interpreted as reflecting interaction
effects in a (potential or actual) primary experiment.

Experimental conditions with high segmentation during a time
period (e.g., high-priority events or interruptions) showed a large,
positive load effect on retrospective duration judgments, whereas
experimental conditions with little or no segmentation showed no load
effect (see, for example, Boltz, 1998). Note that stimulus segmentation
differs from processing changes (one of the cognitive load variables) in
that no task switching occurred following each high-priority event or
interruption.

Conditions that used relatively familiar stimuli during a time
period showed a medium-size, positive load effect on retrospective
duration judgments, whereas those that used relatively unfamiliar
stimuli showed no load effect.

Conditions using a verbal estimation or comparisonmethod showed a
medium-size, positive load effect on retrospective duration judgments;
whereas those using a reproduction method showed no load effect.
Table 3
Random-effects analyses of moderators of retrospective duration judgments.

Variable and class Between-classes effect
(QB)

k Mean

Segmentation 16.41***
Little or no 26 +0.0
High 7 +1.2

Familiarity 5.63*
Low 7 −0.1
High 16 +0.3

Judgment method 4.97*
Verbal estimation/comparison 23 +0.4
Reproduction 9 −0.1

Duration length 4.52*
Short or moderate 8 −0.0
Long 24 +0.3

Note—See text for explanations of statistical symbols. Positive effect sizes indicate a greater
aSignificance indicates rejection of the hypothesis of homogeneity.
*pb .05.
**pb .01.
***pb .001.
Conditions in which participants judged a long duration (60 s or
longer) showed a small-size, positive load effect on retrospective
duration judgments,whereas those inwhichparticipants judged a short
(3.0–14.9 s) or moderate (15.0–15.9 s) duration showed no load effect.

3.5. Coefficient of variation (CV)

The overall weightedmean effect size (d+=+0.12, 95% CI=+0.05
to +0.18, p=.001) revealed a greater CV for high-load than for low-
load conditions. The homogeneity statistic indicated that the overall CV
effect sizes were not homogenous [QW(59)=95.00, p=.002].

Although the overall weighted mean effect size is significant, it is
considered small inmagnitude (Cohen, 1977). Table4 shows the results of
analyses for the most theoretically and empirically important moderator
variable, temporal paradigm.

Paradigm was a significant moderator of CV in the fixed-effects
analysis, but it was not amarginally significantmoderator in the random-
effects analysis. In both analyses, the effect size was significant for
experimental conditions that used the prospective paradigm, but it was
not significant for experimental conditions that used the retrospective
paradigm.

For experimental conditions that used the prospective paradigm, the
CV was greater in the high-load (M=0.38, SE=0.03) than in the low-
load (M=0.34, SE=0.02) condition [t(41)=4.02, pb .001]. In addition,
Load Type was a moderator variable [QB(5)=13.26, p=.02]. The effect
size was significant for Response Demands (k=6, d+=+0.38, 95%
CI=+0.15 to +0.62), and Processing Difficulty (k=32, d+=+0.09,
95% CI=+0.02 to +0.15). However, power was low to detect
significant effect sizes for the other four Load Types (all kb6, d+b

+0.17, pN .14).
For experimental conditions that used the retrospective paradigm,

the CV did not differ between the high- (M=0.38, SE=0.03) and low-
load (M=0.37, SE=0.04) conditions [t(20)=0.43, p=.67]. Load
type was not a significant moderator variable [QB(5)=4.54, p=.34].

4. Discussion

The present meta-analysis was designed to answer several
ongoing theoretical controversies about duration judgment processes
by investigating possible effects of six types of cognitive load. These
controversies concern whether prospective and retrospective dura-
tion judgments are based on different processes, and if so, whether
attentional (or other) processes can explain prospective duration
effect size 95% CI p value Homogeneity within class
(Qwi)aLower/upper

3 −0.15/+0.25 .623 92.32***
9 +0.73/+1.86 b .001 87.15***

5 −0.47/+0.18 .371 18.62**
2 +0.11/+0.54 .003 59.12***

2 +0.18/+0.67 .001 146.91***
8 −0.65/+0.29 .454 52.96***

3 −0.23/+0.17 .761 3.42
5 +0.06/+0.63 .018 218.99***

duration judgment ratio under high-load than under low-load conditions.



Table 4
Analyses of duration judgment paradigm as a moderator of coefficient of variation (CV).

Variable and class Between-classes effect
(QB)

k Mean effect size 95% CI p value Homogeneity within class
(Qwi)aLower/upper

Fixed-effects model 102.74**
Prospective 45 +0.18 +0.13/+0.23 b .001 73.29**
Retrospective 21 +0.07 −0.05/+0.20 .240 29.45

Random-effects model 0.63†

Prospective 45 +0.14 +0.07/+0.22 b .001
Retrospective 21 +0.07 −0.08/+0.22 .351

Note—See text for explanations of statistical symbols. Positive effect sizes indicate a larger CV under high-load than under low-load conditions.
aSignificance indicates rejection of the hypothesis of homogeneity.
**pb .01.
†p=.12.
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judgments and whether memory (or other) processes can explain
retrospective duration judgments. Our findings reveal how prospective
and retrospective duration judgments differ: cognitive load affects
duration judgments, but in opposite directions in the prospective and
retrospective paradigms. In addition, several cognitive load types affect
duration judgments differently in the twoparadigms. This provides new
information on duration judgments as a measure of cognitive load. Our
findings reject theoretical proposals (e.g., Brown & Stubbs, 1992) that
similar duration judgment processes operate in the two paradigms and
support various theoretical proposals (e.g., Block, 2003; Block & Zakay,
1996) and empirical findings that different duration judgment pro-
cesses operate in the two paradigms.

When all experiments involving both the prospective and retro-
spective duration judgment paradigms were analyzed together, the
overall weighted mean effect size was significant but small. The overall
weighted mean effect size was negative, mainly because researchers
have conducted many more studies using the prospective paradigm
than using the retrospective paradigm. In the prospective paradigm, the
duration judgment ratio (i.e., the ratio of subjective duration toobjective
duration) decreases under high-load conditions relative to low-load
conditions. In the retrospective paradigm, the duration judgment ratio
increases under high-load conditions relative to low-load conditions. A
second major finding is that several types of cognitive load and other
theoretically important moderator variables affected duration judg-
ments differently in the twoparadigms. Third,we can rule out a possible
artifactual explanation for the finding that duration judgments were
affected in opposite directions in the two paradigms; experiments on
retrospective duration judgments must necessarily use only one trial,
whereas those on prospective judgments may use more than one trial.
However, the difference between the two paradigms is seen even in
prospective duration judgment experiments that only used one trial.

We first discuss duration judgment processes in the prospective
paradigm, then those in the retrospective paradigm.

4.1. Prospective paradigm

The weighted mean effect size in the prospective paradigm was
medium and negative. The types of cognitive load manipulations that
moderated prospective duration judgments are those that clearly
demand working-memory resources, especially those that involve a
hypothetical central executive.

If a person had to divide attention between two sources of presented
stimuli or selectively attend to one of two sources of presented stimuli
instead of merely attending to one source of presented stimuli, the
duration judgment ratio decreased. This finding clearly implicates
attentional resource allocation models of prospective timing. This is
compatiblewith recent viewsof attentionas amultidimensional cognitive
system rather than as a single system (Posner, 2004; Tsal, Shalev, &
Mevorach, 2005). This view suggests that there are several attention
systemswhichmay function somewhat independently. It is supported by
findings concerning attention disorders (e.g., attention-deficit hyperac-
tivity disorder), in which deficits are differently related to various
attention systems (e.g., Shalev & Tsal, 2003). Support for this view is
also provided byfindings showing differential brain correlates of different
attention systems (Raz&Buhler, 2006). Divided attention is considered to
involve a process subserved by one of these systems. Selective attention is
considered to involve another attentional system: executive attention,
which enables a person to focus on specific information while ignoring
irrelevant ordistracting information, like in the caseof conjunction search.
In that kind of search, participants must respond to two simultaneously
present, or not present, features of stimuli (Treisman & Gelade, 1980).
Prospective duration judgments are almost always made in an environ-
ment containing other concurrent or distracting nontemporal tasks. In
order to judge duration accurately, the person needs either to ignore
distractors or to divide attention between the timing task and the
concurrent task (Parasuraman & Davies, 1984).

If a person had to respond to presented stimuli instead of merely
passively perceiving the presented stimuli, the duration judgment ratio
decreased. Other evidence, such as that found in studies of the psy-
chological refractory period (Pashler, 1994), suggest that dual-task inter-
ference is commonly observed when a person must actively respond to
presented stimuli.

If a person had to engage in any of several kinds of relatively difficult
processing, as opposed to relatively easy processing, the duration judg-
ment ratio decreased. This finding also supports attentional resource
allocation models of prospective timing.

Two other moderator variables also affect prospective duration
judgments.

Duration judgment method moderated prospective duration judg-
ments. In studiesusing theproductionmethod, themethod that showed
the largest load effect, what this means is that under high-load
conditions, people make relatively longer productions. This finding
supports previous theories that prospective productions are a sensitive,
practical, and unobtrusive index of cognitive load (Zakay et al., 1999).

The findings concerning immediacy versus delay of the duration
judgment support the argument (e.g., Zakay & Fallach, 1984) that when
duration judgment is not immediate, reliance onmemory increases and
therefore the nature of the judgment process becomes more retrospec-
tive than prospective. An alternative explanation is that this findingwas
driven by the duration judgment method; specifically, the production
method, which showed the largest effect of cognitive load, involves
immediate instead of delayed judgment.

The finding that similar effect sizes were found in between-subjects
and within-subjects designs indicates that the effects of cognitive load
onprospective duration judgments are robust. Thefinding of noeffect of
stimulus modality implicates central executive processes instead of
sensory–perceptual processes.

Three theoretically important cognitive load types apparently do
not moderate prospective duration judgments.

Familiarity did not affect prospective duration judgments, although
it did affect retrospective duration judgments (see later). Presumably,
this is a result of familiarity affecting memory encoding and retrieval,
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but apparently not attentional resource allocation. Even if processing a
familiar stimulus is easier than processing an unfamiliar stimulus, the
increased memory search and rate of retrieval associated with
familiarity compensates for this by demanding more resources for the
enhanced memory processes.

Memory demands were expected to influence retrospective, not
prospective, duration judgments because putatively only retrospec-
tive duration judgments are affected by memory processes (but see
Hancock, 2005). Intentional- as opposed to incidental-memory
instructions, lead to a rapid mobilization of attentional resources for
long-termmemory encoding (Block, 2009). In those five experiments,
rapidly presented pictures were recognized better (when they were
presented for as few as 0.5 s) under intentional-memory instructions
than under incidental-memory instructions.

The lack of an effect of processing changes (i.e., task switching) during
a duration on prospective judgments is counter to our original
expectation. We expected that processing changes would demand
executive control processes and, therefore, attentional resources. It is
possible that there was an insufficient number of experiments that
manipulated processing changes, or alternatively that processing changes
were not strongly varied so as involve sufficient differences in executive
control processes. Further research isneeded inorder toestablishwhether
or not there is an impact of processing changes on prospective duration
judgments.

These findings are consistentwith attentional models of prospective
duration judgment, such as the AGM (Block & Zakay, 1996; Zakay &
Block, 1995), and they weakenmore simple models on which the AGM
modelwaspartly based, such as the original SETmodel. Underhigh-load
conditions, people have fewer resources to allocate to temporal
information processing (i.e., attending to time). As a result, the duration
judgment ratio decreases. For example, duration productions lengthen.
Central executive processes were revealed in the present findings. This
can be explained by futuremodels, such as amodifiedAGM inwhich the
central executive component of working-memory models (e.g., Badde-
ley, 1986; Dutke, 2005) is implicated in prospective timing. Thus, the
attentionally controlled gate in the original AGM is replaced by a gate
that is controlled by central executive processes, resulting in an
executive-gatemodel (EGM). An EGMaccounts for the presentfindings,
which pose a serious challenge to models that do not feature a central
executive component, such as the SET model and several others (see
earlier and Block, 2003).

Some duration judgment researchers working in cognitive load
frameworks ranging from theoretical to applied have only reported and
analyzed data on CVs (or SDs), thereby implying that the variability of
prospective duration judgments may be a better measure of cognitive
load than are the duration judgments fromwhich they are derived. Our
findings do not support this approach: effect sizes were larger for
duration judgment ratios than for CVs.

4.2. Retrospective paradigm

Some, although not all, theories of retrospective duration judgment
predict that a few cognitive load types might affect retrospective
duration judgments, although in the opposite direction from the many
effects on prospective duration judgments. We found a small and
positive overall effect: the duration judgment ratio increased under
high-load conditions relative to low-load conditions. This finding is
predicted by theories that focus on thepotential impact of cognitive load
on memory, such as on the number of contextual changes.

A consideration of variables that moderated the effect of cognitive
load on retrospective duration judgments (as well as those that did
not) enlightens the possible reasons for the effect.

If the duration had been segmented (such as with high-priority
events or interruptions), the duration judgment ratio increased (i.e.,
the load effect was large and positive). This finding can be explained
in terms of a segmentation model (e.g., Poynter, 1989) or in terms of a
contextual change model (e.g., Block, 2003; Block & Reed, 1978),
which regards segmentation as merely one variable that may lead to
contextual changes. Our finding reflects findings in some primary
literature that segmentation affects retrospective duration judgments
but has little or no effect on prospective duration judgments (Zakay,
Tsal, Moses, & Shahar, 1994).

Because familiarity with stimuli facilitates memory retrieval, a
positive effect on retrospective duration judgment might be expected.
However, familiarity had no effect in the prospective paradigm. Thus,
the impact of familiarity may be mediated by memory processes. Our
findings reveal that retrospective duration judgments are longer for
familiar than for unfamiliar stimuli. Support for the assumption that
familiarity increases the encoding and retrieval of information was
found in several studies (e.g., Koriat, 1993; Ritter & Heder, 1992).
Familiarity also enhances the motivation for memory search (Koriat &
Levy-Sadot, 2001; Metcalfe, Schwarts, & Joaquim, 1993).

The moderating effect of duration judgment method can be
attributed to the involvement of long-term memory when verbal
estimation or comparison methods are used.

The moderating effect of duration length is of interest. If the target
duration was less than 60 s, there was no effect of cognitive load in the
retrospective paradigm. On the other hand, if the target duration was
greater than60 s, therewasa significanteffect.Most of the experimental
conditions that used short or moderate target durations used one that
was less than 20–30 s. This finding suggests that long-term memory
retrieval processes are important in the retrospective paradigm. It also
suggests that different processes are involved in retrospective judg-
ments of short and long durations.

Although memory type (incidental vs. intentional) could not be
assessed because there was only one relevant experiment, memory
type does influence recognition memory (Block, 2009). This is worth
future investigation. Retrospective duration judgments apparently
involve recall (availability) more than recognition (familiarity).

5. Conclusion

Human duration judgments are affected by cognitive load, but they
are affected in opposite directions depending on the duration judgment
paradigm. If participants are aware that duration judgments must be
made (prospective paradigm), a greater cognitive load decreases the
subjective-to-objective duration ratio. If participants are not aware that
duration judgments must be made until after the duration has ended
(retrospective paradigm), a greater cognitive load increases the
subjective-to-objective duration ratio. Several theoretically interesting
variables moderate these differential effects. Duration judgments,
especially those made under the prospective paradigm, seem to be a
reliable and unobtrusive way to assess cognitive load.
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