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[1] Autonomous CO2 sensors were deployed in the Clark Fork River, Montana, USA, to 
characterize the partial pressure of CO2 ( pCO2) during an annual cycle. A total of 
23,941 measurements were made spanning the period 2002–2006. These data were 
compiled into a composite data set covering ∼309 days, giving an unprecedented yearlong 
view of the carbon cycle dynamics of a riverine system. Seasonal pCO2 varied from a 
winter minimum of ∼100 matm to a fall maximum of ∼900 matm. The pCO2 changed by as 
much as 460 matm during a diel period, much larger than the range of the seasonal mean, 
in contrast to most other aquatic ecosystems where seasonal variability dominates. The diel 
pCO2 amplitude was primarily controlled by the net ecosystem production (NEP) 
throughout the year, although heating/cooling and air‐water exchange significantly altered 
the diel pCO2 (and pH) magnitude. Although infrequent, rain events contributed ∼21% to 
the cumulative short‐term changes in inorganic carbon through CO2 ‐enriched runoff. 
The seasonal cycle was controlled by temperature, NEP, and discharge. The Clark Fork 
River maintained pCO2 levels that were supersaturated with respect to the atmosphere for 
the majority of the year. River‐to‐atmosphere CO2 gas exchange was estimated to be 

−2 −1between 4.7 and 7.1 mol C m yr . The loss of CO2 to the atmosphere arises from net 
−2 d−1heterotrophy that averaged 13.8 mmol m . The time series also captured important 

episodic events including macrophyte sloughing that led to a pulse of respiration that 
represented 7% of the annual CO2 gas efflux and cloudy periods that occurred every 
7–18 days that dramatically decreased the pCO2 through cooling. 

Citation: Lynch, J. K., C. M. Beatty, M. P. Seidel, L. J. Jungst, and M. D. DeGrandpre (2010), Controls of riverine CO2 over an 
annual cycle determined using direct, high temporal resolution pCO2 measurements, J. Geophys. Res., 115, G03016, 
doi:10.1029/2009JG001132. 

1. Introduction 

[2] Rivers redistribute total organic carbon and total dis-
solved inorganic carbon (DIC) between the atmosphere and 
the terrestrial and oceanic systems [Devol et al., 1995; 
Richey, 2004; Richey et al., 2002; Wachniew, 2006] and are 
recognized as important components of the global carbon 
cycle [Cole et al., 2007]. Inorganic carbon is a large pool of 
riverine carbon that is connected to organic carbon through 
primary production and respiration. Dissolved inorganic 
carbon also exchanges with the atmosphere when CO2(aq), 
usually expressed as the pCO2, is not in equilibrium with the 
atmosphere. Riverine pCO2 cycles reveal internal riverine 
carbon dynamics and external processes of the surrounding 
terrestrial ecosystem [Jones et al., 2003]. Measurements of 
pCO2 and DIC and other inorganic carbon parameters such 
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as pH can provide quantitative estimates of biological pro-
ductivity, community respiration, gas exchange, calcifica-
tion, and export of inorganic carbon. Moreover, the CO2 

buffer system, primarily in the form of HCO3 
− , typically 

controls river pH along with chemical speciation, solubility, 
and kinetics. In most cases, if riverine CO2 cycles are well 
understood, pH regulation is also well understood. 
[3] Previous research has characterized riverine pCO2 

cycles during both short‐term and long‐term periods. These 
studies have found that the majority of riverine ecosystems 
are sources of CO2 to the atmosphere [Barth et al., 2003; 
Barth and Veizer, 1999; Cole and Caraco, 2001; Devol 
et al., 1995; Jones et al., 2003; Pinol and Avila, 1992; 
Richey, 2004; Richey et al., 2002; Striegl et al., 2007; 
Wachniew, 2006]. It is generally thought that CO2 super-
saturation results from the respiration of terrestrial organic 
carbon and input of CO2 ‐rich groundwater [Cole and 
Caraco, 2001; Jones et al., 2003; Richey, 2004; Richey 
et al., 2002; Worrall and Lancaster, 2005]. Rivers very 
efficiently remineralize terrestrial carbon [Richey, 2004], 
and because rivers have high gas exchange rates and little or 
no organic carbon storage, much of the CO2 is released to 
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Figure 1. Location of the sensor deployment site (white 
star) in the Clark Fork River near the University of Montana 
campus. Image provided courtesy of USGS. 

the atmosphere. Total riverine efflux to the atmosphere and 
riverine export of organic and inorganic carbon to the 
oceans are estimated to be a large fraction of the global 
terrestrial net ecosystem production (NEP) [Cole et al., 
2007]. It is possible that the existing estimates of carbon 
accumulation by the terrestrial ecosystem are in fact over-
estimates because they have not taken into account water‐
borne fluxes [Hope et al., 2001; Richey et al., 2002]. 
Therefore, understanding the mechanisms that control riv-
erine carbon dynamics is an important objective. 
[4] A lack of high‐resolution pCO2 data has made it dif-

ficult to characterize and model CO2 cycling in rivers and to 
determine the role of short‐term processes on long‐term 
carbon fluxes. Moreover, few studies have used direct 
measurements of pCO2 in riverine systems [Cole and 
Caraco, 2001]. Much of the riverine pCO2 data reported 
in the literature were calculated from more commonly 
measured parameters including pH, total alkalinity (AT), or 
DIC [Barth et al., 2003; Devol et al., 1995; Jones et al., 2003; 
Wachniew, 2006]. If two of these parameters are measured 
along with the water temperature, pCO2 can be calculated, but 
errors in pCO2 can be large even for relatively small errors in 
the other parameters [Herczeg and Hesslein, 1984]. Conse-
quently, high‐quality measurements of pCO2 and DIC with 
dense temporal coverage that extend for long periods should 
give a more accurate understanding of inorganic carbon 
fluxes in fluvial systems. 
[5] We undertook a multiyear study using autonomous 

CO2 sensors to accurately establish the annual range of 
pCO2 variability, quantify fluxes, and elucidate the pro-
cesses that control riverine CO2. A total of 23,941 pCO2 

measurements were made from 2002 to 2006 in the Clark 
Fork River (CFR), Montana, USA, comprising one of the 
longest duration, high temporal resolution riverine pCO2 

data sets ever obtained. In this paper, we present the 
observed CO2 cycles on both diel and seasonal time scales, 
use additional physical and chemical measurements as well 
as modeling to determine the processes that control riverine 
CO2 cycling, quantify the gas exchange and biological 
fluxes and compare them to those found in previous studies, 

and evaluate the extent to which short‐term episodic events 
control riverine pCO2 and inorganic carbon. 

2. Methods 

2.1. Site Description 

[6] The 563 km CFR drains a total area of 67,340 km2 

from its headwaters near Butte, Montana, to its terminus in 
Lake Pend Orielle, Idaho [Patrick, 1995]. The CFR is a 
fourth‐order, high‐gradient, cobble‐bed, open‐canopied, 
alkaline river. The study site was located in Missoula, 
Montana, at an elevation of ∼972 m near the University of 
Montana campus (Figure 1). The mean peak and base flows 
at the study site are 250 and 40 m3 s −1, respectively, from a 
watershed area of ∼15,500 km2. At the time of the study, the 
Milltown Dam and Reservoir were located ∼5 km upstream. 
The dam has since been removed as part of a large‐scale 
remediation of contaminated sediments in the Clark Fork 
watershed. During the study period, the Milltown Dam was 
not actively regulated and did not significantly alter the 
discharge except for occasional drawdowns for mainte-
nance. The 5 km section of the CFR below the dam is a 
well‐known losing reach that replenishes the Missoula 
valley aquifer [Gestring, 1994]. The riparian area upstream 
from the study site is relatively unsettled in comparison to 
other large temperate rivers in the contiguous United States. 
Periphyton dominates the biomass over the study reach and 
is composed primarily of diatoms and filamentous green 
algae (e.g., Cladophora), although there are also species of 
blue‐green algae [Gestring, 1994]. 

2.2. Measurements and Data Sources 

[7] Field deployments spanned from May 2002 to June 
2006. Sensors for pCO2, depth, and temperature were de-
ployed at various times throughout the period. All instru-
ments were protected in a stainless steel mooring cage 
anchored to the riverbed. When possible, the instruments 
were deployed at a depth of ∼0.5 m, completely submerging 
the instruments but still allowing easy access for data 
download and maintenance. 
[8] Measurements of pCO2 and temperature were made 

using a Submersible Autonomous Moored Instrument for 
CO2 (SAMI‐CO2) [DeGrandpre et al., 1995]. The SAMI 
measurement is based on the equilibration of dissolved CO2 

with a pH indicator contained within a gas‐permeable 
membrane. The SAMIs were usually deployed with a sub-
mersible pump and protective flow cell to reduce fouling 
and sediment accumulation on the membrane. All mea-
surements were made on a 30 min interval. We do not have 
the capability to measure pCO2 on discrete samples; thus, 
for quality control purposes, pCO2 was calculated from pH 
and AT measured on samples. CO2 calculations were made 
using a CO2 equilibrium program, CO2SYS [Lewis and 
Wallace, 1998], modified using the Davies equation to 
account for ionic strength dependence of the equilibrium 
constants for water and carbonic acid [Stumm and Morgan, 
1996]. Ionic strength was estimated by using a linear rela-
tionship between AT and ionic strength [Mickey, 1998]. DIC 
(= CO2(aq) + H2CO3 + HCO3 

− + CO3
2−) was calculated using 

the in situ pCO2, water temperature, and interpolated AT 

from the grab samples. Previous data at the study site 
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showed little short‐term AT variability, and we therefore 
assumed that the interpolated data could be used. Samples 
for pH and AT analyses were collected in 500 mL glass 
bottles with no headspace to minimize CO2 exchange. 
Laboratory analyses were completed within a few hours of 
sample collection. 
[9] pH was measured using the indicator‐based method 

[Byrne and Breland, 1989] adapted for freshwater [French 
et al., 2002; Yao and Byrne, 2001; Yuan and DeGrandpre, 
2008]. The pH accuracy and precision are estimated to be 
∼0.008 and ±0.002, respectively, at the buffer intensity 
typical of the CFR [Yuan and DeGrandpre, 2008]. This 
method was selected over potentiometric glass pH electrode 
methods because of the well‐known electrode drift and 
junction potential errors that occur in low‐ionic strength 
samples. These errors often lead to low pH values, which 
result in a calculated pCO2 that is too high [Cole and 
Caraco, 2001; Raymond et al., 1997]. AT was measured 
using an automated potentiometric Gran titration. On the 
basis of replicate analyses of standards, AT accuracy and 
precision are ∼±5 mmol kg−1. 
[10] The average offset between the in situ pCO2 and the 

pCO2 calculated from pH and AT was −2 ± 23  matm (n = 
15). Possible sources of error include pH or AT measurement 
error, instrument fouling, or error in the SAMI‐CO2 cali-
bration. There is no evidence of consistent systematic off-
sets, which could arise from errors in the instrument 
calibration or equilibrium constant model. 
[11] Additional physical data were gathered from a 

number of sources to aid in the analysis of the pCO2 data. 
River discharge measurements were obtained ∼3.5 km 
upstream of the deployment site from U. S. Geological 
Survey (USGS) gauging station 12340500. Photosyntheti-
cally active radiation (PAR) data were obtained from the 
National Center for Environmental Prediction provided by 
the National Oceanic Atmospheric Administration (NOAA) 
Cooperative Institute for Research in Environmental Sci-
ences Climate Diagnostics Center. The NOAA National 
Weather Service wind speed, air temperature, and precipi-
tation were obtained from a weather station ∼12 km from the 
deployment site. All of these data were compiled for the 
same time periods used in the CO2 data set described below. 
[12] A value of 380 ppm was assumed for atmospheric 

CO2 mole fraction for clean air. At the local barometric 
pressure (0.89 atm), the resulting atmospheric pCO2 

( pCO2air) is 338 matm. Local atmospheric pCO2 measure-
ments during a 20 day period in September 2000 revealed 
diel variations from 332 to 372 matm, with a mean of 345 ± 
14 matm [Reynolds, 2001], corrected for the increase in 
atmospheric CO2 since that time. Because the mean is close 
to the clean marine air CO2 level (338 matm, referenced to 
2006 values at Niwot Ridge from http://cdiac.ornl.gov) and 
pCO2air is unknown during other periods, we used 338 matm 
for pCO2air in calculations and plots. 

2.3. Data Analysis 

[13] Previous studies have shown that riverine pCO2 

variability is strongly influenced by stream discharge, tem-
perature change, gas exchange with the atmosphere, 
groundwater accrual, and river metabolism [e.g., Devol et 
al., 1995; Finlay, 2003]. The mass balance accounting for 

these processes, in terms of DIC, is [Thyssen and Kelly, 
1985] 

dDIC 
H ¼ FGAS NEP þ A þ C; ð1Þ

dt 

where H is the river depth, dDIC/dt is the rate of change of 
DIC, FGAS is the flux of CO2 between air and water, NEP is 
net ecosystem production (gross primary production ‐
ecosystem respiration), A is the accrual of groundwater, 
and C is calcium carbonate formation or dissolution. 
[14] Using the single‐station approach of Odum [1956], 

NEP can be determined from the change in DIC per unit 
time (dt, where dt is the measurement interval) less the 
air‐water flux. We assume that the mean NEP during a 
24 h period is only affected by short‐term processes and that 
A and C are negligible during the diel cycle. Significant 
errors in O2 ‐based measurements of NEP can occur from 
groundwater accrual [McCutchan et al., 2002]. Processes 
such as evapotranspiration can lead to diel changes in 
groundwater flow; however, no diel changes in discharge 
were evident in the long‐term 15 min resolution USGS 
record. Seasonally, however, groundwater is an important 
contributor to the CO2 budget, as discussed below. 
[15] We estimated FGAS for the CFR using 

FGAS ¼ KC KH DpCO2; ð2Þ 
where KC is the gas transfer velocity for CO2, KH is Henry’s 
constant representing the solubility of CO2 in water [Weiss, 
1974], and DpCO2 is the difference between pCO2air 

(338 matm) and pCO2water. KC was estimated using a rela-
tionship with KO, where KC = KO × 0.915 and KO is the gas 
transfer coefficient for oxygen [Thyssen and Kelly, 1985]. 
KO is found by first calculating the reaeration coefficient K2, 
where K2 = KO/H [Moog and Jirka, 1998] and H is water 
column height (in m). K2 is typically calculated using pre-
dictive equations that use stream hydraulics [Moog and 
Jirka, 1998]. Because of the wide range of riverine condi-
tions that control K2, a single equation to calculate the 
reaeration coefficient for every stream does not exist. A 
comparison of gas transfer velocity studies in rivers has 
shown a general lack of agreement both among the studies 
and between physically based predictive models [Raymond 
and Cole, 2001]. Therefore, to get an idea of the range that 
different methods estimate, two different equations were 
used to calculate K2 for the CFR. These two equations 
were chosen because the range of physical and hydraulic 
parameters that they were derived from match those of the 
CFR. These equations are 

� �
1 0:528K2 d ¼ 596 ð Þ  Q 0:136½�Melching and Flores; 1999VS and 

ð3Þ 

� �
1 V 0:46 S0:79K2 d ¼ 1740 H0:74½�Moog and Jirka; 1998 ; 

ð4Þ 

where V is stream velocity (in m s−1), S is water‐surface 
slope (in m m−1), Q is discharge (in m3 s−1), and H is 
water column height (in m). V was found by dividing the 
reported Q by the CFR width and depth. The width of the 
CFR was measured at both low‐ and high‐flow periods 
using a handheld Global Positioning System receiver. 
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Figure 2. (a) pCO2 measured by the SAMI‐CO2 from 
2002 to 2006. (b) Composite pCO2 data with mean riverine 
pCO2 (yellow line) and atmospheric pCO2 (blue line). 
Mean pCO2 was calculated using a 4 week low‐pass filter. 
(c) Temperature data from 2002 to 2006. (d) Discharge data 
from 2003 to 2006. (e) PAR data from 2005 from the 
National Center for Environmental Prediction. (f) Diel 
pCO2 range calculated by averaging the difference of the 
daily maximum and minimum pCO2 values during 2 week 
periods. 

Depth was measured using a measuring stick at multiple 
points along the cross section of the river at the deploy-
ment site. The average depth across the study section 
measured using this technique was found to be nearly the 
same as the USGS gauge height. Daily USGS gauge 
measurements were then interpolated to 0.5 h intervals to 
correspond to the pCO2 measurement interval. Mean depth 
at the deployment site for a typical year was 0.52 ± 0.18 m. 
S was found to be 0.0014 m m−1 using topographical 
floodplain maps. The CFR rarely completely freezes over, 
and if so, only for short periods; therefore, gas exchange 
estimates were made for the entire year. 
[16] The method developed by Takahashi et al. [2002] for 

marine studies was used to evaluate the effects of heating 
and cooling on pCO2. Changes from the mean pCO2 

( pCO2mean = 380 matm) were calculated relative to the 

annual mean temperature (Tmean = 9.0°C) at the deployment 
site, using 

pCO2 at Tobs ¼ pCO2mean exp 0½� :0384 ðTobs TmeanÞ ; ð5Þ 

where Tobs is the measured in situ temperature, the coeffi-
cient 0.0384°C−1 is the temperature effect on pCO2 for 
isochemical freshwater determined using CO2SYS [Lewis 
and Wallace, 1998], and pCO2 at Tobs represents the 
pCO2 value that would be expected if a parcel of water with 
a mean pCO2 value of 380 matm is subjected only to 
changes in temperature, no biological or other effects, in 
isochemical water. pCO2 increases with increasing temper-
ature, as shown in equation (5) because of the decreased 
solubility of CO2 (pCO2 = CO2(aq)/KH, where KH is the 
Henry’s law of solubility) and the increase in CO2(aq) from 
the H+ + HCO3 

− equilibrium. 

3. Results 

3.1. Data Overview 

[17] The 23,941 pCO2 measurements gathered from 2002 
to 2006 are shown in Figure 2a. The very noisy appearance 
of the data originates from the large diel cycle. Collecting a 
full year of continuous pCO2 data proved to be very 
challenging. Adverse conditions that are unique to a riverine 
system, including encasement of the instrument in bottom 
ice, extensive sedimentation on the sensor membrane, and 
inaccessibility during the ∼2 month spring high‐discharge 
period led to data gaps. To assemble a yearlong pCO2 data 
set, the data were compiled into a composite year, choosing 
the longest continuous records to facilitate data processing 
rather than averaging overlapping periods. Averaging would 
be appropriate for seasonal means, but an interannual 
average of short‐term variability would not be readily 
interpretable. The resulting composite data set is composed 
of 14,818 measurements covering ∼309 days (Figure 2b). 
The interannual consistency of the pCO2 and temperature 
gave us confidence in using the separate years of data to 
construct the composite pCO2 data set and analyze it for 
trends. Detailed comparisons of interannual variability are 
outside the scope of this study. 

3.2. Major Features 

[18] The pCO2 ranged from ∼100 to 900 matm, with a 
mean pCO2 of 380 ± 80 matm (Figure 2b). Water temper-
ature ranged from 0°C to 23°C, and the mean annual tem-
perature was 9.0°C (Figure 2c). Varying spring weather and 
snowpack led to interannual differences in the timing and 
magnitude of maximum flow (Figure 2d). PAR increased 
rapidly in the spring, but long periods of clouds, charac-
teristic of the region, persisted through early summer 
(Figure 2e). The water temperature typically responded to 
this variability by briefly plateauing in the spring and then 
rapidly increasing during the extended sunny periods in July 
(Figure 2c). 
[19] The 4 week‐averaged (mean) pCO2 ranged from 310 

to 440 matm and was above atmospheric levels (338 matm) 
from midspring to midwinter, only dropping below satura-
tion between February and May (Figure 2b). The period of 
undersaturation corresponds not only to the coldest tem-
peratures but also to a period of increasing PAR. Highest 
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Figure 3. Plots of spectrophotometric (top) pH and (middle) 
AT measured on grab samples and (bottom) calculated DIC. 
AT and pH measurements were made from the summer of 
2005 to the spring of 2006. 

mean CO2 supersaturation occurred in late summer during 
the low‐flow period but after the peak in water temperature. 
[20] In the CFR, highly regular, large‐amplitude diel 

cycles dominated the pCO2 variability. The pCO2 changed 
by as much as 460 matm during a diel cycle. The diel pCO2 

seasonal trend was calculated by averaging the difference 
of the daily maximum and minimum pCO2 values during 
2 week periods. The averaged diel pCO2 amplitude ranged 
from 75 to 360 matm (Figure 2f), and during January and 
February, this approached 200 matm even when water 
temperature and light were near their lowest levels. 
[21] All of the additional measured and calculated CO2 

parameters (pH, AT, and DIC) had large seasonal variability 
(Figure 3). The measured pH varied from a minimum of 
8.21 in July to a maximum of 8.65 in January. During the 
summer, the high temporal resolution pH, calculated from 
pCO2 and interpolated AT, changed by as much as 0.5 
during a diel cycle (not shown). AT ranged from a spring 
minimum of 1640 mmol kg−1 to a winter maximum of 
3060 mmol kg−1. The calculated DIC mirrored the AT, with a 
minimum of 1740 mmol kg−1 during spring and a maximum 
of 3090 mmol kg−1 during early winter. In contrast to pCO2, 
the diel DIC variability, seen as the thicker portions of the 
DIC time series curve, is much smaller than the seasonal 
DIC range. Analysis of the sources of diel to seasonal 
variability is presented in section 4. 

4. Discussion 

4.1. Air‐Water Flux 

[22] The pCO2 levels, consistently above atmospheric 
saturation but higher in summer and lower in winter, are 
similar to those observed in the much larger Hudson River 
[Raymond et al., 1997] and other temperate streams [e.g., 
Worrall et al., 2005; Finlay, 2003]. Riverine systems, 
including tropical rivers, typically have a strong seasonal 
CO2 cycle [Devol et al., 1995; Richey et al., 2002]. Also, 

like other rivers [Cole and Caraco, 2001], the CFR is a net 
source of CO2 to the atmosphere. The net supersaturation in 
the CFR yields a total flux of 7.1–4.7 mol C m −2 yr −1 based 
on the Melching and Flores [1999] and Moog and Jirka 
[1998] gas transfer rates, respectively (equations (2)‐(4); 
mean = 5.9 mol C m −2 yr −1). The gas transfer rate of Moog 
and Jirka [1998] is significantly lower than that of Melching 
and Flores [1999] during low‐flow periods. Additional 
uncertainty arises from the atmospheric value, which is 
assumed constant but is influenced significantly by local 
terrestrial fluxes and interannual variability and is likely 
underestimated at this site. The flux is sensitive to this value; 
that is, increasing the mean atmospheric CO2 level by 10 ppm 
decreases the net efflux by 25%. The uncertainties are par-
ticularly important in estimating NEP, as discussed below. 
[23] The CFR efflux is much less than the 34 mol C m−2 yr−1 

average CO2 efflux estimated for 47 major rivers around the 
world [Cole and Caraco, 2001]. The mean pCO2 of the 
47 rivers was 3230 matm, more than 8 times the mean pCO2 

measured for the CFR (380 matm). Many of these rivers, 
such as the Mississippi, Hudson, Amazon, and Niger, are 
also much larger, have more allochthonous organic carbon 
input, and are considerably warmer. A study of pCO2 levels 
in rivers across the contiguous United States showed that the 
northwest and Rocky Mountain regions have lower pCO2 

levels (similar to those of the CFR) than those in other 
regions as a consequence of lower leaf litter production and 
soil organic matter decomposition [Jones et al., 2003]. It is 
also possible that the data sets used for the 47 rivers were 
biased because of undersampling or pH systematic errors, as 
discussed earlier. If samples were gathered in the morning, 
for example, the resulting mean CFR pCO2 could be 
hundreds of microatmospheres higher than the mean diel 
level. Large (>300 matm) diel pCO2 changes have also been 
observed in large rivers, but these changes were considered 
negligible relative to the overall supersaturation [Raymond 
et al., 1997]. However, when calculating pCO2 from 
electrode‐based pH, Herczeg and Hesslein [1984] found a 
twofold positive bias in pCO2 supersaturation because of 
the systematically low‐electrode pH. 

4.2. Controls of Diel pCO2 Variability 

4.2.1. General Trends 
[24] Unlike many other aquatic ecosystems, the river diel 

amplitude was considerably larger than the range of sea-
sonal variability represented by the 4 week‐averaged data 
(Figure 2b). The largest diel cycles occurred during times of 
low discharge, high temperature, and PAR, whereas the 
minimum diel pCO2 range occurred at times of highest 
discharge (Figure 2). The diel pCO2 range was correlated 
with 2 week‐averaged discharge (Q; r2 = 0.32, p < 0.01; 
Figure 4a) but was not correlated with PAR or temperature 
(not shown). It is likely that the decrease in the diel 
amplitude with discharge originates from decreased bio-
logical production in the deep and turbid runoff water in 
addition to the scouring of biofilms that occurs during floods 
[Uehlinger, 2006]. Normalizing PAR to Q results in a better 
correlation (r2 = 0.51, p < 0.001; Figure 4b) than PAR alone 
because it separates the low‐PAR periods (e.g., winter), 
when the diel range was still quite large, from the higher‐
PAR high‐Q periods (late spring) when the diel range was 
small (Figure 2). These seasonal forcings, Q and PAR, 
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Figure 4. The diel pCO2 range (Figure 2f) relationship 
with (a) discharge (Q; r2 = 0.32, p < 0.01) and (b) PAR/Q 
(r2 = 0.51, p < 0.001; see text for more details). 

regulate the underlying processes of heating/cooling and 
ecosystem production, which directly affect the diel pCO2 

range [Parker et al., 2005] as discussed in more detail 
below. Also, at higher Q, dilution reduces water column 
changes in pCO2 for a given level of biological activity. 
4.2.2. Diel Temperature 
[25] Diel heating and cooling significantly contribute to 

the observed diel cycle of pCO2. In the CFR, the observed 
diel temperature increase was as large as 4°C, which would 
increase pCO2 by ∼60 matm during the day (equation (5)) 
because of the decreased solubility and the increase in 
CO2(aq). Even during the winter, daytime heating could be 
as large as 0.5°C. The increase in pCO2 expected from 
heating, however, was masked by the biological uptake of 
CO2 for all seasons, as discussed in more detail below. 
4.2.3. Diel Gas Exchange 
[26] Large air‐water CO2 gradients, small depths, and 

high turbulence characteristic of rivers make air‐water gas 
exchange a potential contributor to short‐term pCO2 vari-
ability. At the peak air‐water flux (0.12 mol m−2 d−1), DIC 
decreased at a rate of 5 mmol kg−1 h−1 because of the gas 
exchange. These large changes in DIC could alter the pCO2 

(and pH) during diel periods. To calculate this effect, FGAS 

(equations (2)‐(4)) was added back into the DIC, and the 
pCO2 and pH were recalculated using CO2SYS and the 
interpolated AT. The pCO2 with gas exchange effects 
removed is shown for a high flux period in Figure 5 (pH not 
shown). The air‐water exchange significantly decreases the 
nighttime pCO2 maximum. In August, when pCO2 super-
saturation was highest, the nighttime pCO2 amplitude was 
suppressed by more than 50 matm based on the larger 
Melching and Flores [1999] flux. This release of CO2 also 
altered the diel pH cycle by ∼0.04 pH units. These are very 

large effects relative to other aquatic ecosystems where 
wind‐driven gas exchange rates are low and changes in DIC 
are integrated over a large mixed layer depth [DeGrandpre 
et al., 2004]. These results reinforce the general thought that 
CO2 gas exchange must be measured or calculated for 
accurate diel CO2 mass balances in rivers and streams [e.g., 
Thyssen and Kelly, 1985]. 
4.2.4. Diel Net Ecosystem Production 
[27] NEP is one of the most important influences on riv-

erine carbon cycles [Barth and Veizer, 1999; Finlay, 2003; 
Guasch et al., 1998]. As discussed above and shown in 
equation (1), the 24 h (diel) NEP can be estimated by cor-
recting the DIC rates of change for gas exchange. The sin-
gle‐station approach used here assumes homogeneous 
upstream conditions, and this will generate errors in NEP if 
this is not the case. At this location, upstream water was 
delayed ∼10 h by the reservoir, creating a double peak or 
shoulder in the diel pCO2 data (Figures 5 and 6). When the 
residence time decreased because of the drawdown of the 
reservoir for dam maintenance, the double peak dis-
appeared. We showed in a previous short‐term upstream‐
downstream study that these features could be eliminated 
by subtracting the upstream from the downstream pCO2 

[Reynolds, 2001]. In this single‐point measurement, the 
reservoir could potentially alter the NEP, but we found that 
it had no effect on the 24 h mean NEP. The nighttime res-
piration, however, is sometimes biased, because CO2 can 
decrease at night owing to the delayed reservoir peak; 
therefore, gross primary production, which requires night-
time estimates of ecosystem respiration, could not be 
accurately calculated. 
[28] NEP is usually comparable to the gas flux because, 

during a 24 h period, the net DIC change is typically near 
zero, and therefore, NEP has to compensate for any net loss 
or gain of CO2 due to the air‐water exchange. There were 
some periods, however, with large net diel changes in pCO2 

and DIC (e.g., Figure 6, top). These events show up as 
strong negative peaks in NEP (Figure 7) and correlate with 
rain events (r2 = 0.152, p < 0.01; Figure 8). Rain can 
increase pCO2 and DIC through the CO2 and organic car-
bon‐enriched runoff [e.g., Manny and Wetzel, 1973] or by 

Figure 5. Diel pCO2 with the effects of gas exchange 
removed. The observed pCO2 (black curve), pCO2 with 
the gas exchange estimated using the equation from Moog 
and Jirka [1998] (red curve) and Melching and Flores 
[1999] (blue curve) and atmospheric pCO2 (dotted line) 
are shown. 
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Figure 6. (top) An example of short‐term events that altered 
the pCO2 diel amplitude and baseline. In early September 
2005, a cold front came through, as indicated by the 
decrease in (middle) temperature and (bottom) PAR, which 
dramatically decreased the pCO2. Other rain events also 
drove large changes in pCO2 (see text for more discussion). 

scouring biomass that disproportionately decreases photo-
synthesis over respiration [Uehlinger, 2006]. Because the 
pCO2 rapidly returned to its baseline value (Figure 6, top) 
and the discharge did not typically increase dramatically 
during rain events, scouring is an unlikely cause. More 
plausibly, the CO2 pulses are from CO2 in runoff. On the 
basis of the evaluation of data such as those shown in 

Figure 7. Net ecosystem production calculated using the 
open water method of Odum [1956] (equation (1)). The 
large peaks during spring‐fall correlated with rain events 
(also shown; Figure 8). The influence of rain events was 
removed from the calculation of the mean NEP (see text). 
M&F, Melching and Flores [1999] gas flux calculation; 
M&J, Moog and Jirka [1998] gas flux calculation. The zero 
(dashed) line marks the boundary between net respiration 
(NEP < 0) and net production (NEP > 0). 

Figure 8. Relationship between NEP and rain from June to 
November (r2 = 0.152, p < 0.01). The best correlation was 
found with a 1 day phase shift between the two data sets. 
The correlation broke down if spring rain events were 
included. 

Figure 6, the CO2 pulse lagged rain events, and it was found 
that NEP and rain were not well correlated unless the data 
were shifted by 1 day (the correlation shown in Figure 8). If 
spring rain data are included in Figure 8, the positive NEP 
during this time degrades the correlation. By removing the 
rain events, the mean annual NEP decreases by ∼21% to 
−16.5 and −11 mmol m−2 d−1 for the gas exchange rates of 
Moog and Jirka and Melching and Flores, respectively 
(mean = −13.8 ± 3 mmol m−2 d−1). The seasonal trends in 
NEP are discussed below. 

4.3. Other Short‐Term Processes 

[29] Whereas NEP typically dominated the diel pCO2 

variability, episodic cooling and heating events also created 
large changes in pCO2. For example, the mean pCO2 

decreased by ∼100 matm during a cloudy period in early 
September 2005. This drop in pCO2 is about what would be 
expected from the observed ∼5°C decrease in temperature 
(Figure 6). On the basis of a visual analysis of the temper-
ature data, these cool, cloudy periods occurred every 7– 
18 days. There is no correlation between temperature and 
pCO2 for the full data set (see below); however, Fourier 
analysis of the pCO2 data found a peak at period of 11 days 
(not shown), likely corresponding to these regional weather 
events. 
[30] The high temporal resolution pCO2 data set also 

captured other unusual episodic events. In mid‐October of 
both 2004 and 2005, there was a sudden spike in the pCO2 

(Figures 2a and 6). The large CO2 increase was most likely 
due to the die‐off and subsequent decomposition of the 
macrophytic periphyton community (Cladophora glomerata) 
that typically occurs in the fall (V. Watson, University of 
Montana, personal communication, 2007). This die‐off may 
have been triggered as the water temperature dropped 
(Figure 2c). Cladophora growth is known to be regulated by 
temperature [Dodds, 1991] and optimal at higher tempera-
tures [Lester et al., 1988]. A study using continuous O2 data 
observed biofilm sloughing that dramatically altered both 
net production and respiration [Uehlinger, 2006]. In the 
CFR, the macrophyte die‐off led to a large pulse of respi-
ration (Figure 7); this single event changed the annual air‐
water gas flux by 7% using the larger flux estimate of 
Melching and Flores [1999]. 
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Figure 9. Difference between interpolated AT and DIC 
showing the seasonal contributions from groundwater input 
relative to net NEP and the large diel DIC cycle (see text for 
more discussion). 

4.4. Controls of Seasonal pCO2 and Inorganic Carbon 

4.4.1. General Trends 
[31] The seasonal pH, AT, and DIC patterns (Figure 3) 

follow discharge, with the lowest values corresponding to 
high discharge in the spring and highest values occurring 
during the summer through winter base flow periods. The 
correlation of DIC with Q is much better than pCO2 with Q, 
r2 = 0.76 and 0.01, respectively (not shown). The large 
short‐term pCO2 variability is dominated by temperature 
and NEP, as discussed above, and masks any seasonal 
relationship of pCO2 with Q. The seasonal DIC variability, 
in contrast, is quite large relative to the diel cycles (the fuzzy 
appearance of the calculated DIC data in Figure 3). Dis-
charge has been shown to control the seasonal magnitude of 
inorganic carbon in a wide range of lotic systems, e.g., the 
Vistula in Poland, forested Mediterranean catchments in 
Spain, a braided river in Scotland, and the Amazon [Devol et 
al., 1995; Pinol and Avila, 1992; Rodgers et al., 2004; 
Wachniew, 2006]. Although the contribution to this corre-
lation from surface or groundwater varies from river to river, 
the CFR relationship is likely derived from increased 
groundwater (high DIC and AT) at base flows relative to 
surface runoff from spring snowmelt. 
[32] The difference between the interpolated AT and DIC 

during the annual cycle can be used to remove the dis-
charge‐driven seasonal pattern and provide insights into 
other sources of variability (Figure 9). AT can increase rel-
ative to DIC via groundwater input of carbonate minerals, 
in‐river dissolution of CaCO3, and NEP. Although CaCO3 

formation and dissolution occurs seasonally (J. Moore, 
personal communication, 2009), it is assumed to negligibly 
affect the water column. Relative to DIC, AT is only weakly 
affected by photosynthesis, and we assumed that this could 
be ignored. AT ‐DIC therefore represents the balance 
between groundwater input of CO3

2− and DIC changes that 
do not significantly affect AT, i.e., NEP, atmospheric 
exchange, and terrestrial and groundwater input of CO2−rich 
water. As shown in Figure 9, the difference varied season-
ally with the largest AT surplus during the more productive 
summer (July–August), high CO2 supersaturation, and low‐
flow period. AT increased relative to DIC as the proportion 
of surface to groundwater decreased, net respiration was low 
(Figure 7), and CO2 loss to the atmosphere was high. DIC 
consistently exceeded AT only during peak runoff (May– 

June) when DIC increased from terrestrial carbon input and 
high net respiration (Figure 7). These observations are 
consistent with the discussions of NEP presented above. 
Figure 9 also more effectively shows the large diel DIC 
variability driven by NEP. DIC changes ranged from 
∼5 mmol kg−1 d−1 during spring runoff to 80 mmol kg−1 d−1 

during August. 
4.4.2. Seasonal NEP 
[33] Ecosystem respiration typically exceeded photosyn-

thesis during the year (Figure 7). The CFR was autotrophic 
during most of the winter and early spring but became 
heterotrophic during spring runoff and remained that way 
through the rest of the year. These two metabolic phases are 
likely driven by water temperature and organic carbon 
inputs as suggested by other studies [e.g., Uehlinger, 2006; 
Worrall et al., 2005]. During the cold months, water tem-
perature suppresses microbial decomposition and low runoff 
reduces allochthonous organic carbon input, while, at the 
same time, there is sufficient light to support primary pro-
duction. As the water warms, rates of respiration increase 
and spring runoff and precipitation add organic carbon (and 
dissolved CO2). The highest sustained rates of heterotrophy 
occurred from May to July, corresponding to a period of 
high discharge, warmer water and highest annual gas 
transfer rates. Many of the large changes in Figure 7 are due 
to rain events, but there are other rapid short‐term changes 
that cannot be explained or predicted, and there is no sig-
nificant correlation between NEP (with the rain events 
removed) and PAR, Q, or temperature. The lack of mea-
surements of biological substrates (particulate and dissolved 
organic carbon, nutrients, and biomass) and rates under 
different physical conditions (PAR and temperature) limits 
our interpretation to these qualitative descriptions. 
[34] The mean NEP (−13.8 ± 3 mmol m−2 d−1) for this 

semiarid mountain river is less than that reported for larger 
rivers such as the −20 to −40 mmol C m−2 d−1 estimated for 
the Hudson River on the U. S. east coast [Cole and Caraco, 
2001]. Lotic gross primary production (GPP) has been 
found to be only weakly dependent on climate variables 
(e.g., temperature and precipitation) and nutrients but 
increases with increasing watershed area and discharge and 
decreasing canopy cover [Lamberti and Steinman, 1997]. 
The lower net heterotrophy in the CFR relative to larger 
rivers such as the Hudson River is consistent with Lamberti 
and Steinman’s [1997] findings that medium‐sized streams 
with low canopy cover typically have the highest GPP. 
4.4.3. Seasonal Temperature Effects 
[35] Figure 10 shows that the seasonal cycle of heating 

and cooling contributed significantly to the seasonal pCO2 

range but less so to the diel amplitude (note the compara-
tively small range of short‐term variability compared with 
the range of the measured pCO2). The annual temperature 
increase from 0°C to 23°C increased the pCO2 by ∼300 matm; 
however, pCO2 does not correlate with temperature during 
the annual cycle (r2 = 0.07). The observed pCO2 range is 
larger (∼500 matm) and does not closely resemble the tem-
perature‐driven pCO2 because it is masked and is counter-
acted by the diel NEP and other short‐term changes along 
with seasonal discharge, as discussed above. In the winter, 
pCO2 continued to trend downward, while the temperature 
remained at its seasonal minimum, and in July, the mean 
pCO2 also began to decline while temperature increased. 
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Figure 10. Thermodynamic (heating/cooling) effects on 
the annual pCO2 cycle. (top) The black curve represents 
composite pCO2 data from Figure 2b. The red line represents 
the pCO2 cycle that would occur because of heating and 
cooling relative to the mean annual pCO2 (380 matm). The 
dashed line represents the atmospheric pCO2 level, and the 
yellow line represents the monthly mean pCO2 (Figure 2b). 
(bottom) One year composite plot of the temperature recorded 
in the CFR. 

These periods correspond to base flow periods when pri-
mary production was high and terrestrial CO2 and organic 
carbon inputs were minimal. The modulation of pCO2 by 
the cold cloudy periods can also be seen more clearly in 
Figure 10, with the largest changes in spring through early 
summer. As discussed above, these changes are not clear in 
the measured pCO2 because of the large diel cycle. 

5. Conclusions 

[36] The pCO2 time series data presented here reveal the 
many different temporal scales of variability in a riverine 
system. Although it has long been known that rivers are 
some of the most productive aquatic ecosystems [Odum, 
1956], the dominance of the diel CO2 cycle in the annual 
variability has not been well documented because of the lack 
of long‐term high temporal resolution data. Diel pCO2 

variability in this heterotrophic system proved to be pre-
dominantly controlled by NEP, although gas exchange and 
temperature were found to have significant contributions. 
Short‐term precipitation and cooling due to a cloudy 
weather also dramatically altered the river pCO2 for short 
periods. Seasonal pCO2 variability was primarily controlled 
by heating/cooling, NEP, and discharge. The CFR loses 
CO2 to the atmosphere for the majority of the year, with 
only a brief period of undersaturation in the winter, driven 
by net autotrophy and low rates of respiration.

−2 −1[37] The river lost 5.9 mol C m yr to the atmosphere 
while producing 5.0 mol C m−2 yr−1 via net respiration. A 
total of 2.2 × 108 mol C m−2 yr−1 were exported downstream 

in the form of inorganic carbon, corresponding to a total 
load of 74 × 106 kg carbon yr−1. The DIC yield or total DIC 

−2 −1load divided by watershed area was 0.40 mol C m yr . 
The yield is comparable to that found for other rivers, 
including the similarly sized Icelandic rivers [Gislason et 
al., 2009] and much larger Alaskan rivers [Striegl et al., 
2007]. 
[38] Continuous measurements can improve our knowl-

edge of riverine biogeochemical cycling. However, we still 
lack the ability to make long‐term predictions of stochastic 
variability in critical parameters such as pCO2 (Figure 2) 
and NEP (Figure 7). With continued efforts such as those 
presented here and by expanding the suite of in situ mea-
surements, we hope that models that accurately predict riv-
erine carbon and biogeochemical fluxes can be developed. 
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